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Abstract Epilepsy affects 5 0 m illion p eople globally, 
which requires a real-time, low-power, and low-latency 
seizure detector to address the problem. An IoT-
enabled real-time, energy-efficient, and fast se izure de-
tector has been presented. The seizure detector con-
sists of four crucial components: 1. Pulse Exclusion 
Mechanism (PEM) or neighborhood component anal-
ysis (NCA) for the selection of weighted channels, 
2. Optimal feature extraction, 3. RBO optimized κ-
nearest neighbor classifier for seizure detection, and 4. 
Internet of Medical Things (IoMT) for remote medi-cal 
services. The proposed system used two models for 
weighted channel selection: one uses PEM and the other 
uses NCA. Key features have been extracted from the 
weighted channels in a specified t iming i nterval, and 
later, seizure detection is performed using RBO opti-
mized κ-NN classifier. Both software and hardware val-
idation were performed to evaluate the proposed ap-
proach. When PEM and RBO are used together, the 
system’s latency is reduced dramatically while retain-
ing optimal accuracy. The experimental results from 
software simulation and hardware implementation show 
that the proposed seizure detector outperforms the cur-
rent state of the art and provides essential contributions 
to smart healthcare.
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1 Introduction

The traditional healthcare system is unable to ac-
commodate the growing population [1,2]. IoT-enabled 
cutting-edge technologies for smart healthcare offer op-
portunities to enhance the current healthcare system 
and satisfy the demand of the increasing population [3]. 
The Internet of Medical Things (IoMT) is referred to a 
network of biomedical apps and equipment, is the ba-
sis of smart healthcare systems. Users of smart health 
care are empowered to handle some emergency circum-
stances on their own. It places a focus on enhancing the 
user’s quality and experience. Utilizing the resources 
that are available to the maximum capacity is made 
possible by smart health care. One particular instance 
of smart healthcare is automated seizure detection.

Around 1% of people worldwide suffer f rom a 
chronic neurological condition known as epilepsy. 
Seizure is marked by loss of awareness, uncontrolled 
arm and leg movements, or convulsions [4–6]. Epilep-
tics are unable to perform their daily tasks. For epilep-
tic seizures to be diagnosed correctly and promptly, 
both the financial a nd h uman c osts m ust b e mini-
mized. To treat epilepsy, antiepileptic drug (AED) has 
been widely used. Existing research found that Many 
epilepsy patients do not recover after taking medica-
tion, and AED is ineffective for drug-resistant patients. 
The recurrent seizures cause devastating effects on re-
fractory patients, which hinder patients from doing 
daily activities. For patients who have failed treatment, 
surgery may be an alternative option. Surgery is not
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a popular choice as it damages important brain ar-
eas for focal seizures [7,8]. Wearable and automated
embedded devices are becoming an increasing need to
treat biomedical diseases. An automated seizure detec-
tor can detect seizures with a minimum delay and pro-
vide an early warning so that prevention measures can
be taken. Electroencephalography (EEG) is the repre-
sentation of brain signals in terms of electrical wave-
forms. Electrodes are placed on different areas of the
brain area as a cap that records electric voltage. EEG
is effective in capturing brain dynamics that contain dif-
ferent psychological states [9]. Manual seizure detection
through by visual inspection is costly and laborious, as
the physicians require a significant amount of time to
arrange the examinations for the epileptic subject and
to monitor the patient’s activity for an extended period
of time [10].

PEM-Seiz
Cloud
Storage

• Seizure Detection
• Data analysis

Edge

Fig. 1: Edge-IoMT module of the proposed rSeiz 2.0

In this paper, an RBO-based seizure identification
approach has been presented that employs two differ-
ent channel selection techniques: PEM and NCA. EEG
data is tested for both channel selection techniques and
the performance is evaluated. Real-time detection is
performed with the stationary EEG data using a non-
overlapping time frame. Time frames of different sizes
have been adopted to evaluate accuracy and latency.
Key features have been selected from the weighted
channels using RBO. PEM-based features were applied
to RBO optimized κ-NN classifier. Later, NCA-based
features were fed to the classifier as well. The perfor-
mance of the classifier is evaluated for both approaches
and the resulting data is shown in the experimental re-
sults section. The module of the edge-IoMT framework
is depicted on Fig. 1.

The contributions to the current state of the art are
illustrated in section 2. The cutting-edge research in this
area is discussed in Section 3. Section 5 conceptu-alizes
the architecture and depicts different algorithms such
as: PEM, NCA, feature extraction, RBO, and κ-NN
classifier. Section 4 shows the implementation using
software and hardware. The data from software simu-
lation and hardware execution is described in Section

6. Section 7 briefly discusses potential ideas for future
research and wraps up this paper.

2 Problem Statement and proposed Solution

2.1 Problem Statement

1. The existing research provides many seizure detec-
tion algorithms that mostly run on a desktop com-
puter using recorded stationary data. Those algo-
rithms analyze data and measure performance in
terms of accuracy or similar parameters. The anal-
ysis of non-stationary data does not allow real-time
detection. Automated and real-time solutions are
becoming necessary to address epileptic seizures. How
is it possible to detect seizures in real time? is a cru-
cial research inquiry.
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Fig. 2: Latency in seizure detection

2. A few seizure detection algorithms have been pre-
sented regarding latency, a crucial parameter for
real-time seizure detection. The distance between
the point at which a seizure starts and the time at
which it is detected, called latency, is depicted in
Fig. 2. The reported latency for the eisting algo-
rithms is still high. The goal of biomedical research
is to identify the problem and take appropriate ac-
tions if necessary. High detection accuracy is of no
use if latency is high. A minimum latency alerts the
designated user early so protective actions such as
drug delivery or stimulation can be carried out im-
mediately to halt the seizure progression. Another
important parameter for wearable or implantable
systems is power consumption, which directly af-
fects device life. It is critical to minimize power
consumption as the seizure detector requires com-
plex circuitry that consumes more power. The ear-
lier query is expanded to include the following ques-
tion: How is real-time and energy-efficient seizure
detection possible with minimal latency? This work
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addressed those questions thoroughly and provided
directions for future research.

2.2 Proposed Solution

In this work, PEM or NCA algorithm combines with 
RBO-based κ-NN to identify seizure onset in the IoT 
framework. The latency of the detector primarily de-
pends on the length of the feature vector, processor 
speed, and data platform. Reducing the size of the vec-
tor will result in a decrease in computational time. In-
corporating PEM and RBO reduces the feature vector’s 
size in two steps. In the first step, PEM examines each 
EEG channel, keeping only the channels with a high 
weight. In the second step, less important features are 
cut down using RBO. The shrink in the size of the fea-
ture vector leads to faster training and testing of the 
classifier, hence reducing the latency of the detector. 
PEM also uses a small set of functions that require low 
time for computation. The training is conducted offline; 
the training time or huge dataset barely affects the delay 
of the detector. The type of data platform also affects 
the latency. While cloud IoMT performs data analysis 
on the cloud, edge IoMT performs data com-putation at 
the sensor node. The computation in the edge-IoMT 
provides a significant reduction in latency compared to 
the computation performed on edge-IoMT [11]. 
Wearable or implantable medical devices need en-ergy 
efficiency as battery life is a pivotal factor. It is not 
feasible to replace the battery often. The implementa-
tion of PEM function requires fewer components with 
simple circuitry. The other functions also fulfill the low-
power requirement. A pattern-independent black box-
based approach is used to measure power consumption. 
The use of minimal circuitry associated with the system 
leads to a reduction in power consumption.

2.3 Novel Contributions of This Work

1. Most of the existing seizure detection systems are 
patient-specific and are not effective for new epilep-
tic subjects. The proposed approach tests the new 
raw EEG data in real-time. The proposed model uti-
lizes an extensive and diverse training dataset that 
encompasses samples from a wide range of patients. 
By incorporating a diverse patient population, in-
cluding those with unknown identities or distinct 
characteristics, this approach acquires more gener-
alized patterns and accommodates individual dis-
similarities.

2. Smart healthcare systems require low latency auto-
mated devices for fast seizure detection. The length

of the feature vector is a crucial factor that con-
stitutes latency of the system. The proposed PEM 
leads to a 70% reduction in the number of channels. 
The RBO optimization shrinks the feature’s size. 
As a result, the length of the feature vector both in 
the training phase and testing phase decreased sig-
nificantly. The feature vector length has a propor-
tional relationship with the detection latency. The 
decrease in vector length eventually reduces the de-
lay of the seizure detection system.

3. Seizure control through drug delivery or stimulation
processes requires minimal false detection for prac-
tical epilepsy solutions. The proposed PEM-based
classifier captures non-seizure patterns effectively and
eliminates noises and redundant pulses associated
with EEG signals which leads to a sharp decrease
in false detections. The proposed method outper-
forms the current state-of-the-art in terms of la-
tency, power consumption, and accuracy.

3 Related previous research

A patient-specific seizure detection technique [12] is
presented that forms a machine-learning framework us-

ing a support vector machine. It identifies the crucial
features that distinguish seizure characteristics from
other psychological signals. The validation of this ap-

proach with a non-invasive EEG dataset provides ac-
curacy and latency of 96% and 4.6 sec, respectively. A
signal rejection algorithm (SRA) [13] is employed to
improve the performance of the detector. The combi-

nation of a voltage level detector and SRA is proven
to be very useful in capturing EEG dynamics and dis-
tinguishing different patterns of EEG signals. It reports
an improved accuracy of 96.9%. A low-power seizure de-
tector [14] is introduced that uses Hjorth parameters to
distinguish different EEG signals and deep neural net-
works (DNN) to assign the features in a different class.
It is evaluated in the icEEG Bonn dataset. The pro-
posed seizure detector consumes less power which may
be useful for wearable devices. The seizure detector is
perceived on the IoT edge to enable remote healthcare
monitoring and treatment. It is noticed that edge IoT
reduces the latency with respect to the existing state of

the art.
An algorithm has been developed [15] that uses BRRM
recurrence biomarkers and ONASNet network. BRRM
represents non-linear dynamics of the complex EEG
signals. Transfer learning is employed in the ONAS-
Net architecture for EEG data analysis. The use of
both BRRM and ONASNet enables features to be ex-

tracted from different brain zones. Data labeling-based
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approach [16] is presented, which overcomes the com-
plexity issue with manual data labeling. It uses unsu-
pervised learning (UL) for data labeling. The enhanced 
classification of the indeterminate subjects is carried 
out using the Unsupervised learning (SL) approach. It 
is the first time UL and SL have been integrated for 
seizure detection. A New Neural Mass (NNM) [17] is 
presented in which dynamic features of the epileptic 
EEG can be characterized from the model’s parameter. 
Later, DF method was applied for early seizure detec-
tion. The NNM-based approach provides 100% sensi-
tivity and a latency of 7.1 sec. A system [18] is pro-
posed that combines RDCSAE stack autoencoder and 
IKRVFLN network to capture seizure characteristics 
using single and multi-channels. RDCSAE analyzes EEG 
signals and extracts unsupervised features which are fed 
to IKRVFLN classifier for training. Efficient training is 
conducted by adjusting the cost function and this ap-
proach reports a high classification accuracy.

A robust method [19] is presented for seizure de-
tection using a complex deep neural network (CDNN) 
model and Adversarial Representation Learning (ARL). 
The CDNN model captures seizure and non-seizure EEG 
dynamics through Adversarial Learning. This approach 
was evaluated using TUH EEG dataset and the re-
sults show that it reduces latency considerably. A uni-
fied model [9] is developed for epileptic seizure detec-
tion that combines both the spectral and temporal do-
main and resolves the issue with existing deep learning 
models. It was evaluated using three different datasets: 
CHIB MIT Scalp, Bonn, and TUSZ dataset. An intra-
cortical microelectrode array (MEA) [20] signals have 
been introduced first time for early detection of hu-
man epileptic seizures. It uses nonlinear support vector 
machines (SVMs) for distinguishing seizure and non-
seizure characteristics. Intracortical MEAs may be use-
ful for synchronous seizure control. An efficient tech-
nique [21] for seizure detection is presented that uses 
Stockwell transform (S-transform) for obtaining time-
frequency blocks and bidirectional long short-term mem-
ory (BiLSTM) for classification. The postprocessing of 
the EEG signals provides enhanced detection perfor-
mance.

A hybrid seizure detection method [22] is proposed 
that utilizes both cEEG and aEEG. The cEEG based 
approach divides EEG signals into 5 sec time frame 
with a 4-sec overlap, and the feature vector was ap-
plied to the random forest classifier for seizure detec-
tion. On the otherhand, aEEG is used for spike detec-
tion. Movement-based approach [23] uses Passive In-
fraRed (PIR) sensors to capture human body move-
ment during sleep. Body movement during an epileptic 
seizure is different from ordinary sleep. Machine learn-

ing algorithms have been used to identify different body 
movement patterns. Data from the PIR sensor is fed to 
hidden Markov model (HMM) and convolutional neural 
network for classification. An accurate method for non-
convulsive seizure detection [24] has been developed. It 
uses LDA, RBSVM, and k-NN algorithm for feature 
classification. Hilbert-Huang transform (HHT) is used 
to expand the EEG. The scalp EEG dataset is utilized 
to evaluate performance. The proposed method pro-
vides accuracy, a true positive rate, and a true negative 
rate of more than 98%.

In our previous work, a rapid seizure detection method 
[25] was presented that uses a limited dataset. The 
method requires the validation of extensive data. This 
work has extensively validated two widely available EEG 
datasets, including software simulation and hardware 
implementation. This paper uses a novel PEM in com-
bination with RBO, which drastically reduces the la-
tency of the system.

4 The Proposed Seizure Detection Approach

Proposed system mainly have four parts: 1. time frame 
formation 2. Pulse Exclusion Mechanism (PEM) or Neigh-
borhood Component Feature Selection (NCFS) for chan-
nel selection 3. Statistical Feature Extraction 4. Relif 
based optimazed κ-NN classifier. Fig. 3 and Fig. 4 illus-
trate the proposed system’s architecture and flowchart, 
respectively.

4.1 Time Frame Formation

One of the crucial points of real-time seizure identifi-
cation is the selection of the size of the time frame. 
The possibility of accurate detection increases with in-
creasing the size of the time frame, as a bigger tim-
ing window contains enough samples to represent nor-
mal and abnormal EEG patterns over time. But it in-
creases latency in seizure detection. A low-sized time 
frame reduces the delay of the system, but it decreases 
the accuracy. Both accuracy and power consumption 
are pivotal factors for low latency and energy-efficient 
biomedical applications. This experiment is conducted 
for varying time frames (3-sec, 6-sec, and 9-sec) and 
results are recorded. At a 256 Hz sampling rate, the 
following time frames, 3-sec, 6-sec, and 9-sec, contain 
768, 1536, and 2304 samples, respectively. Each time 
frame consists of three non-overlapping segments. For 
example, a combination of three non-overlapping seg-
ments of 1-sec constitutes a 3-sec frame, whereas the 
3-sec non-overlapping segment creates a 9-sec frame.
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The 3-sec frame overlapped by the next frame by 2-
sec. The 6-sec and 9-sec frames are overlapped by 5-sec
and 8-sec, respectively, as indicated by Table 1. The
moulding of the time frame on the EEG signal at the
designated length is depicted in Fig. 5 and Fig. 6.
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Fig. 6: Time frame structure of 9-sec window

Table 1: Time Frame Data

Frame
size in
Time

Number
of Sam-
ples

Length of
the over-
lapping
segments

Length of
the Non-
overlapping
segments

3 sec 768 1 sec 2 sec
6 sec 1536 2 sec 5 sec
9 sec 2304 3 sec 8 sec

4.2 Pulse Exclusion Mechanism (PEM) for channel
selection

PEM is proven to be an effective approach to reduce
heavy computation by removing insignificant attributes.
PEM analyzes each time frame and places 1 or 0 on
the time frame according to different EEG activities. If
the time frame is closer or within the ictal area, PEM
inclines to place 1. If the time frame is within the non-
seizure area, PEM tends to place 0. During seizure ac-
tivities, there is a large number of 1’s and a small num-
ber of 0’s in the time frame. On the otherhand, during
non-seizure activities, 0 become dominant. The idea is
to distinguish seizure and non-seizure behavior by sim-
ply calculating number of 1’s or 0’s in the time frame.
The distinction between seizure and non-seizure charac-
teristics are evident for some channels. PEM algorithm
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analyzes EEG data and determine the channels with
high weight value.

The creation of 0’s can be expressed as:

A(n) =


0, A(k − 5) = 0 or A(k − 4) = 0

or A(k − 3) = 0, if A(k − 2) = 0

0, otherwise.

(1)

The creation of 1’s is expressed as:

A(n) =


1, A(k − 5) = 1 and A(k − 4) = 1

and A(k − 3) = 1, if A(k − 2) = 0

0, otherwise.

(2)

4.3 Neighborhood Component Feature Selection
(NCFS) for channel selection

The computation time and delay will be large if feature 
extraction is applied to all EEG channels. It would be 
beneficial to choose the right number of channels that 
could offer fast and accurate detection. Assume that 
N samples of EEG signals constitute a training set T 
which contain normal EEG, ictal activities, and inter-
ictal activities:

T = (Fu, fu), U = 1, 2, ...N (3)

where Fu and fu represent feature vector and corre-
sponding class labels, respectively.

The objective is to compute feature weight that
maximizes the classification of the nearest neighbor.

The distance between a given instance and its near-
est neighbor is expressed by the feature weight using
the following expression [26]:

Dw(Fu, Fv) =
d∑

q=1

wq
2|Fuq − Fvq| (4)

where wq is the qth channel’s weight. An effective
strategy is to improve the performance of the near-
est neighbor classification by maximizing leave-one-out

detection accuracy. For selecting the reference point,
the probabilistic distribution function is employed. The
possibility of the selection A is [26]:

Puv =

{
k(Dw(Fu,Fv))∑

k ̸=u k(Dw(Fu,Fv))
, if u ̸= v

0, if u = v
(5)

The probability that Fu will be appropriately iden-
tified as a seizure or not.

pu =
∑
v

buvpuv (6)

The leave-one-out classification accuracy can be ex-
pressed using the following expression:

ϵ(w) =
1

N

∑
u

pu =
1

N

∑
v

∑
v

buvpuv (7)

A regularization parameter termed λ is introduced
to reduce over-fitting, resulting in the following func-
tion:

ϵ(w) =
∑
v

∑
v

buvpuv − λ
d∑

q=1

wq
2 (8)

4.4 Statistical Feature Extraction

To capture non-stationary and complex EEG dynam-
ics, the statistical parameters variance, activity, and
signal complexity are useful [27]. These parameters en-
able measurement of the degree of variations along a
signal. While signal complexity considers second-order

changes, signal mobility covers first-order variations.
Take into account an EEG signal Yp with p = 1, 2, 3, 4, 5, 6..., N .
The signal aq is the first order variations in y with

q = 1, 2, ...N − 1.

aq = yq+1 − yq (9)

br is the second order variants in y with r = 1, 2, ...N−2

br = ar+1 − ar (10)

Activity =

√∑N
p=1(yp −mean)2

N
(11)

V0 =

√∑N
p=1(yp)

2

N
(12)

V1 =

√∑N−1
q=2 (aq)2

N − 1
(13)

V2 =

√∑N−2
r=3 (br)2

N − 2
(14)

The expression for signal complexity (SC) and signal
mobility (SM) can be obtained as follows:

Signal Mobility =
V1

V2
(15)

Signal Complexity =

√
V 2
2

V 2
1

− V 2
1

V 2
0

(16)
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4.5 Relif based optimized κ-NN classifier

The key to the Relif principle is to assign a weight to
the attributes that evaluate their usefulness. Relif looks
for its closest neighbors in both the same class and in
a different class for a random instance [28]. The closest
hit is the same class, while the closest miss is a different
class. The weight of the attributes has been estimated
based on the hit, miss, and random instances. If the
instance and hit have different values, then the value
of the weight decreases. If the instance and miss have
different values, then the value of the weight increases
[29]. The originally proposed Relif algorithm cannot
deal with classification problems that have more than
two classes. That algorithm was later extended to Re-
liefF, which solves multiclass problems effectively. Re-
liefF chooses an instance at random and then looks for
κ of its nearest neighbors in the closest hit and clos-
est miss. Based on the hit, miss, and random cases, the
weight of the attributes has been assessed. The expres-
sion for RelifF algorithm follows Relief algorithm with

the exception of averaging the contributions from all
hits and all misses. The prior probability of the class
weighs the input for each class of misses (C). In each
step, tits or misses should be in the range of [0,1], and

it needs to ensure that probability weights for misses
add up to 1.

In the ReliefF algorithm, each feature is ranked ac-

cording to its weight and the removal of insignificant
features reduces the computation time of the classifier.
Assume that the set of weights AW1, AW2,. . . . . . AWn

belongs to the following features A1, A2, . . . An. The
update of the weight is conducted iteratively, and ini-
tially, the weight values have all been set to 0. The
algorithm chooses zu and locates its closest instances.

Then, for each of these neighbors, referred to as zv,
all the weights are adjusted. The following expression
calculates the score of a certain feature Aj at the ith it-
eration if the random instance and the nearest neighbor
are in the same class [30].

AWj
i = AWj

i−1 − ∆j(xs, xt)

qEEG
∗ dst (17)

If the random instance and the nearest neighbor are
in a different class, the weight importance can be de-
termined by the following expression.

AWj
i = AWj

i−1 − pyt

1− pys

∆(xs, xt)

mEEG
∗ dst (18)

The distance function is given by dst. pyt
and pys

stand for the class’s prior probability, to which a ran-
dom instance or nearest neighbor belongs, respectively.

For the nearest neighbor or random instance, the dif-
ference in extracted features is defined as [30]:

∆(xs, xt) =
|xsj − xtj |

max(Aj)−min(Aj)
(19)

The training stage and the testing stage make up
the two phases of the κ-NN algorithm [31]. The train-
ing step includes the storage of training vectors from
the ReliefF-based optimization (RBO) and class labels.
In real-time classification, the classifier is given a query
point to test, this algorithm decides who are the clos-
est neighbors, and the query point is given a class by a
vote among the neighbors. The value of κ and the dis-
tance metric have been adjusted to achieve maximum
classification accuracy. A high value of κ is effective
in removing noises from the EEG signals but it reduces
the accuracy of the classifier. The value of κ is adjusted,

which is a tradeoff between accuracy and noise. The Eu-
clidean distance between P(p1, p2, p3,..., pn) and Q(q1,
q2, q3,..., qn) in the vector space can be expressed as:

dEEG(p, q) =

√√√√ n∑
i=1

(pi − qi)2 (20)

5 Software simulation and Hardware 
Implementation

Fig. 7 shows the system-level diagram of the proposed 
system. Signals were imported to the MATLAB workspace 
and then submitted to NCA or PEM algorithm. The 
structure of the NCA and PEM algorithms has been 
constructed using Simulink user-defined functions. These 
algorithms extracted the key channels. The EEG signals 
with reduced channels were applied to the RelifF based 
optimization (RBO) for feature reduction. RBO is cre-ated 
in the diagram by another user-defined function. The 
reduced feature vectors from the specified time frame were 
continuously fed to the κ-NN classifier. The training was 
performed for a significant amount of time for the MIT-
Scalp dataset. The short-duration Bonn dataset was 
trained quickly as it contains fewer sam-ples. The overall 
latency of the system is not much af-fected by the training 
time as the training is performed offline. Testing time and 
testing vectors constitute the major portion of the delay. 
Latency depends on the size of the feature vectors and 
other parameters of the system-level simulator.

A crucial performance parameter for wearable or im-
plantable sensors is power consumption, which should 
be kept as low as possible to enhance battery life. The
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Fig. 7: Proposed system in the system level simulator

computation of power consumption is performed us-
ing an approach that is independent of the pattern. In
this approach, the detector is simulated several times
with varying input EEG signals. Power consumption
is recorded for each input EEG signal. The data were
then averaged to obtain the real power consumption.
Simscape power-measurement circuitry is added to the
system to compute the power consumption. It requires
a Simulink-PS converter unit that connects the pro-
posed seizure detection system to the Simscape net-
work. The Simscape network includes the components:
current sensor, voltage sensor, voltage source, and cur-
rent source. A PS- Simulink converter connects Sim-
scape output to a Simulink block. The voltage and cur-
rent sensor deliver the voltage and current data, which
evaluates the system’s total power consumption. Power
is estimated for both icEEG (Bonn dataset) and scalp
EEG (MiT Scalp EEG database) for varying patients.
The reported power consumption is almost identical ir-
respective of the epileptic subjects. For example, the
power consumption of chb01 is measured as 66.23 µw,
whereas chb03 reports 65.85 µw.

The proposed system is prototyped with Arduino
UNO board using HIL(hardware-in-loop) based tech-
nique. The LCD and Arduino UNO board are the nec-
essary parts for implementation. The Arduino UNO
board can be interfaced with other sensors or circuits,
enabling its application in many projects. In addition
to 32 KB of flash memory, it contains 2 KB of static
random-access memory (SRAM). There is also a 1 KB
EEPROM integrated. The Arduino board includes 14
digital pins, numbered [0–13], and six of these can be
used for pulse width modulation (PWM). It has six ana-
log pins: [A0-A5] that can read and write analog data
using external sensors. The DC current for each pin is
20 milliamps (mA). IoT devices require data transmis-
sion through Arduino board or external devices. Data
transmission is a key requirement for the implementa-
tion of the IoT devices. Pin 1 (Tx) and pin 0 (Rx) allow
data to be transmitted and received from the board to
the external devices and vice versa. The data from the
board can be displayed on the serial monitor associated

with Arduino IDE software. A vendor-provided pack-
age was utilized to build and configure the system-level
simulator.The proposed system is prototyped in Fig. 8.

Fig. 8: Breadboard set-up and implementation

Patient’s healthcare data and seizure-related infor-
mation is displayed on the liquid crystal display (LCD).
The formation of the display can be controlled by ma-
nipulating the interface pins. The interface is comprised
of the following pins: RS, R/W, E, D0-D7, V0, VSS,
VDD, and LED backlight (A. K). RS pin controls whether
the data or instruction is sent to the LCD. If RS is set
to 0, a command is sent to LCD. The data is sent to the
LCD if RS is set to 1. R/W pin selects whether to read
or write to the LCD. A pin labeled ”E” permits writing
to registers. The data pins from D0 to D7 allowed 8 bits
of data to be written to the register. A potentiometer
is attached to the V0 pin to control the contrast of the
LCD screen. VSS and VDD are power supply pins con-
nected to ground and +5V, respectively. A and K pins
are used to control the LED backlight. ThingSpeak,
which is an open data platform, implemented IoMT de-
vices. The EEG channel and seizure channel were cre-
ated in ThingSpeak. EEG recordings of patients were
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preserved in the EEG channel, whereas seizure record-
ings and useful information were only kept on the seizure
channel.

6 Experimental Results

The proposed seizure detector was validated with two
widely used databases, which have been discussed be-
low.

6.1 Validation With Bonn Dataset

The proposed system was initially validated with short-
duration EEG datasets obtained from the following source
[32]. The data sets A, D, and E were used for the evalua-
tion. The data is sampled at 173.61 Hz frequency. Each
dataset is subdivided into 100 EEG segments, and 4097
samples are assigned for each segment. Dataset A rep-
resents the EEG recording from normal EEG, whereas
D is the EEG recording during interictal states. The

ictal activities were stored in dataset E. Fig. 9a shows
the waveforms for different EEG states. The feature val-
ues have been computed from all the epochs, and the

results show that the feature value of the ictal epoch
differs from the feature value obtained from the nor-
mal or interictal epoch. Fig. 9b shows the SM values

for eight EEG epochs. For epoch 1, the SM value is re-
ported as 0.3 for normal EEG. For ictal EEG, the SM
value becomes 0.34. For EEG sample 8, the SM value
for normal and ictal EEG becomes 0.29 and 0.34, re-

spectively. There is always a distinction between normal
EEG and ictal EEG.

The extracted features form the feature vectors. The
length of the vector is linearly dependent on the num-
ber of features and non-EEG epochs. Each time frame
consists of 3 X 3 X 1 = 9 elements. Features are con-
tinuously trained using an RBO-based κ-NN classifier.
To train the classifier, 80% of each dataset was used,
while the remaining 20% was allocated to testing. The
training data includes a total of 240 EEG epochs, and

testing data involves 60 EEG epochs from datasets A,
D, and E. The testing was performed in two different
cases: normal EEG (A) VS ictal EEG (E) and normal
and interictal EEG (AD) VS ictal EEG (E).

Both the system’s performance with regard to its
individual features and its combination of features was
assessed. For normal EEG (A) VS ictal EEG (E), the
proposed approach reports a 100% sensitivity and 100%
specificity for single or combined features. For normal
and interictal EEG (AD) VS ictal EEG (E), it reports
an average of 97.6% sensitivity for individual feature

Table 2: Evaluation of the proposed approach for Bonn
dataset

Reference Details of the
Method

Sensitivity
(%)

Specificity
(%)

Olokodana, et
al. (2020) [33]

DWT, FD and
kriging model

100 100

Sayeed, et al.
(2019) [14]

DNN - Hjorth
parameters

100 96.9

Dauod, et al.
(2018) [34]

EMD, feature
extraction

100 98

Wen, et al.
(2017) [35]

GA with kNN
classifier

100 98

Sayeed et al.
(2023)[cur-
rent paper]

PEM and
RBO opti-
mized kNN

100 100

SM and 98.5% sensitivity for SC. However, the com-
bination of SC and SM provides 100% sensitivity and 
100% specificity. Table 2 shows comparative data for 
the Bonn dataset. The detection latency is negligible as 
the Bonn dataset is short durations and does not con-
tain enough samples. The data relating to latency is dis-
cussed in the next section for CHB-MIT scalp dataset.

6.2 Validation With CHB-MIT Scalp Dataset

The EEG data from CHB-MIT [36] is chosen for vali-
dation purposes. The patient’s age, gender, and seizure 
information are listed in Table 3. It includes two male 
and eight female subjects. Epileptic subjects 1 (chb01) 
and 3 (chb03) have seven seizures each, and both chb05 
and chb08 hold 5 seizures. The remaining epileptic sub-
jects (chb02, chb07, chb11, chb17, and chb19) record 
3 seizures each.

Table 3: Epileptic Patient’s information

Patient’s
Order

File
Name

Patient’s Gender and
age

Number
of
seizures

1 chb01 Female - 11 years 7
2 chb02 Male - 11 years 3
3 chb03 Female - 14 years 7
4 chb05 Female - 7 years 5
5 chb07 Female - 14.5 years 3
6 chb08 Male - 3.05 years 5
7 chb09 Female - 10 years 4
8 chb11 Female - 12 years 3
9 chb17 Female - 12 years 3
10 chb19 Female - 19 years 3
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Fig. 9: (a) Depiction of normal (TOP), interictal (middle), and ictal EEG (left) (b) Variation of signal mobility
for icEEG
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Fig. 10: Transient analysis (a) EEG signals (150 sec - 650 sec) from epileptic subject chb01 (b) seizure activities
(327-347 sec)

Fig 10 shows the transient analysis of a scalp EEG
waveform of a particular epileptic subject chb01. For
chb01 subject, seizure activity starts at 327 sec and ends
at 420 sec. At a 256 Hz sampling frequency, seizure ac-
tivities span the samples between 83,712 and 107,520.
The amplitude of the samples is less than 300 µV be-
fore the seizure onset point. The amplitude level rises to
800 µV during the seizure activity, which stipulates that
seizure onset is associated with a high amplitude dis-
charge. A bandpass filter is used to filter out unwanted
pulses and erroneous detections from EEG signals. Fil-
tered signals contain EEG signals from 23 channels,
which are applied to NCA to eliminate insignificant
channels. The regularization parameter λ is patient-
specific and varies for different subjects. 10-fold cross-

validation is performed to determine the best λ value.
NCA analyzes and retains high-weighted channels whose
weight values exceed a certain threshold point. The
channel’s retention or elimination following the appli-
cation of NCA is shown in Table 4.

NCA only keeps eight channels out of 23 channels.
Another approach that is adopted to eliminate less-
weighted channels is PEM. PEM algorithm is employed
to retain high-weighted channels by distinguishing non-
seizure and ictal pulses from EEG signals. A seizure
leads to a high-amplitude discharge (also called hyper-
synchronous discharge) in the onset area of a partic-
ular frequency limit. Because of the high magnitude
discharge during ictal activities, the samples in seizure-
prone areas contain a higher number of 1’s. On the
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Table 4: channel’s retention or elimination based on 
NCA

Channel
No.

Channel
Name

NCA Out-
put

i FP1-F7 eliminated
ii F7-T7 retained
iii T7-P7 eliminated
iv P7-O1 retained
v FP1-F3 retained
vi F3-C3 eliminated
vii C3-P3 eliminated
viii P3-O1 eliminated
ix FP2-F4 eliminated
x F4-C4 eliminated
xi C4-P4 eliminated
xii P4-O2 eliminated
xiii FP2-F8 retained
xiv F8-T8 retained
xv T8-P8 eliminated
xvi P8-O2 eliminated
xvii FZ-CZ retained
xviii CZ-PZ eliminated
xix P7-T7 eliminated
xx T7-FT9 retained
xxi FT9-FT10 retained
xxii FT10-T8 eliminated
xxiii T8-P8 eliminated

contrary, the non-seizure area holds a higher number
of 0’s as low amplitude pulses dominate the normal
EEG area.1 indicates pulses that surpass the amplitude

threshold of the epileptic subject. On the other hand,
0 indicates that those pulses are below the threshold
level. The amplitude threshold captures the hypersyn-

chronous discharge and gives a similarity in a particu-
lar EEG segment. PEM analyzes the channels and sets
the amplitudes of most samples to 1 for the EEG seg-
ment with seizure activities. PEMS sets the amplitudes
to 0 for the EEG segment with non-seizure activities.
PEM sets a particular sample to 1 if 1 is dominant on
the EEG segment. If 0 is dominant on that segment,

PEM sets the sample 0. Some human behaviors, such
as stress, sneezing, or emotion, may produce samples
of amplitude similar to hypersynchronous pulses and
give rise to false detections. PEM algorithm is embed-
ded with a frequency span of 0 to 30 HZ to resolve the
drawback of false detections.
An illustration of creating 0’s and 1’s in a particu-

lar EEG segment of eight samples is depicted in Ta-
ble 5. The output waveform from the filter is analyzed
to describe the PEM mechanism. Consider eight sam-
ples from non-seizure and seizure areas each. Ictal ar-
eas hold a higher number of 1’s because of hypersyn-
chronous discharge. The samples at the non-seizure ar-
eas are 01010001, which includes three 1’s and five 0’s.
PEM reduces the number of 1’s during 1st and 2nd

execution. The non-seizure area becomes 00000001 at 
the end of the execution. On the other hand, 11011010 
represents seizure activities. PEM increases the number 
of 1’s in each execution, and the two executions make 
seizure area 11111110. The transient analysis of PEM 
signals have been depicted on Fig. 11.

Table 5: Application of PEM on seizure and non-seizure 
area

EEG loca-
tion

Non-seizure
area

Seizure area

1 0 1 0 1 0 0 0 1 1 1 0 1 1 0 1 0
2 0 1 0 0 0 0 0 1 1 1 1 1 1 0 1 0
3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0

Table 6: Feature vectors for signal mobility (SM)

Feature
No.

Channel
No.

Normal
EEG

ictal EEG

1 10 0.1833 0.5820
2 10 0.1613 0.7418
3 10 0.1571 0.6651
4 10 0.2059 0.6557
5 10 0.2243 0.5662
6 10 0.1870 0.7789
7 10 0.2011 0.7632
8 10 0.2297 0.4857
9 10 0.2285 0.4386
10 10 0.1723 0.5703

EEG signals were applied to the feature extraction,
and the extracted features formed feature vectors for a
specified time frame. The length of the feature vector
can be obtained by multiplying the number of features
(Q = 3), the number of channels (N=8), and the num-
ber of non-overlapping EEG epochs (P=3). In each time
frame, the feature vector has 8 x 3 x 3 = 72 elements.
NCA or PEM leads to a 70% reduction in channels,
reducing the computational burden. The feature vec-

tors were then fed to RBO. RBO uses a ranking sys-
tem and ranks the elements. The elements with rank
[1-20] were considered, and the remaining elements [21-
72] were removed. Later, the updated feature vectors
from RBO were submitted to the κ-NN classifier. Two
hours of normal EEG recording and 5 hours of interic-
tal EEG recordings were employed for training. To train
the seizure instances, a Z-1 number of instances have
been used for Z seizures. 1 is labeled as seizure, and 0
represents non-seizure. The data is trained offline using

feature vectors from the time frames, requiring signifi-
cant training time. In the detection phase, the continu-
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Fig. 11: Transient analysis (a) normal EEG activities of time span 150-170 sec (b) seizure activities of time span
327- 345 sec
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Fig. 12: Variation of feature values with time (a) Signal complexity (b) Signal mobility

ous EEG samples constitute the testing vectors, which
were tested for seizure detection. The sensitivity and
latency were computed for different time frames. 3-sec
time frame provides an average delay of 0.7 sec, but
it reports a sensitivity of less than 80%. The low-sized
time frame (3 sec) does not contain enough samples
to correctly identify seizure progression over a while.
The latency is low as it can quickly move to the next
non-overlapping epoch. On the other hand, a high-sized
time frame (9 sec) can be more effective in capturing
seizure progression, which leads to better sensitivity.
The drawback is that the delay is higher as the distance
to the next EEG segment is high. A medium-length
time frame (6 sec) overcomes the issue with sensitivity
and latency, and provides the best performance.
Fig. 12 shows the progression of signal complexity (SC)

and signal mobility (SM) over time. At t= 0 sec, the
SC value for normal and ictal EEG are 1.1 and 1.3,
respectively. At t=20 sec, the values become 1.16 for
normal EEG and 1.29 for ictal EEG. SM values are ini-
tially 0.2 and 0.22 for normal and ictal EEG when t
= 0 sec. SM values become 0.58 and 0.19 when t = 20
sec. SC and SM values are higher in ictal EEG than the
normal EEG. This characteristic is employed to distin-
guish seizure instances from EEG signals. Table 6 shows
feature values for a specific channel 10. The detection
latency of each epileptic subject is depicted in Fig. 13.

The average overall latency is computed as 1.05 sec
when PEM is used for channel selection, and RBO is
utilized for feature reduction. The utilization of NCA
and RBO leads to an increase in latency of 1.49 sec.
Epileptic subject chb03 reports the lowest latency of
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Table 7: Evaluation of the proposed system with current state of the art

Reference Details of the Technique Latency
(sec)

Sensitivity
(%)

Specificity
(%)

IoT
Frame-
work

Vidyaratne, et al.
(2017)[37]

1.89 96 0.1/hour NA

Aldana, et al. (2019) [24] NA 98 98 NA

Wu, et al. (2019) [22] NA 99.41 82.98 NA

Fan, et al. (2019) [38] 6 98 NA NA

Sayeed, et al. (2019) [13] 3.6 96.9 97.5 Yes

Li, et al. (2020) [9] 1.39 2.41 96.05 NA

Olokodana, et al. (2020)
[33]

0.85 87.6 NA Yes

Song, et al. (2020)[17] 7.1 100 NA NA

Peng, et al. (2021) [39] NA 95.38 94.33 NA

Guo, et al. (2022) [16] NA 95.55 92.57 NA

Sayeed et
al.(2023)[current
paper]

Self similarity based FD, harmonic wavelet
packet transform (HWPT), and Relevance
vector machine (RVM) for robust classifica-
tion

EEG expansion using Hilbert-Huang trans-
form(HHT), LDA, RBSVM,and k-NN clas-
sifier for feature classification

cEEG and aEEG based hybrid technique,
feature extraction, and Random forest clas-
sifier

Captures recurrence pattern of EEG using
temporal synchronization and feature ex-
traction, control chart to track the transit

Level detection algorithm to analyze overex-
cited neurons and Pulse elimination algo-
rithm for real time seizure detection and

uses temporal and spectral features and CE-
stSENet excitation network to distinguish
seizure characteristics

Discrete wavelet transform (DWT) based
fractal dimension feature extraction, and
kriging model for feature classification

New neural mass (NNM) for epileptic EEG
characterization from dynamic features, DF
method to detect seizure early

Homotopy (DLWH) based Dictionary
Learning and sparse representation based
on an EEG training sample

Integration of unsupervised learning (UL)
for data labelling and supervised learning
(SL) for seizure classification

Pulse exclusion mechanism (PEM),
NCA(Neighborhood component analysis),
and RBO optimized kNN classifier

1.05 97.6 100 Yes
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Fig. 13: Average latency for each epileptic subject

0.3 Sec (PEM+RBO), and chb02 provides the highest
delay of 2.5 sec (NCA+RBO). The inclusion of PEM
instead of NCA reduces overall latency considerably.
NCA uses a large set of complex functions, which is
computationally extensive.On the contrary, PEM uses
simple functions which require mild computation. Table
7 lists parameter values and shows the comparison for
CHB-MIT scalp dataset. It is evident that this work
enhances the current state of the art and contributes
significantly to the smart healthcare system.
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7 Conclusions

In this paper, a low-latency and low-power seizure de-
tector has been presented. The proposed detector was 
extensively validated with both scalp EEG and intracra-
nial icEEG databases. PEM with RBO effectively cap-
tures EEG dynamics, minimizes unused channels and 
features, and offers the best performance. The system’s 
latency is reported as 1.05 sec, which is a 50-200% im-
provement in latency compared to the current state of 
the art. The active mode power consumption is recorded 
at 65.8 µw, which is useful for biomedical systems need-
ing minimal power.

Potential future research is predicting seizures be-
fore their occurrence. The epilepsy patients’ quality of 
life would improve if seizures could be properly pre-
dicted before they started and prevented with the ap-
propriate measures. It is challenging to identify the pre-
onset pattern, which would enable optimum detection 
accuracy because the preictal pattern differs for differ-
ent epochs since the brain functioning varies from pa-
tient to patient. Another potential problem with health-
care devices is security. Healthcare devices and organi-
zations possess important health and financial informa-
tion and are vulnerable to cyberattacks. Hacker’s access 
to healthcare data can put patients’ privacy in dan-
ger. It can alter data on lifesaving devices and leads 
to devastating effects on the patients. Future research 
includes adding robust security with this detector to 
prevent devices from cyberattacks.
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