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Column: Energy and Security 
 

Cybersecurity Issues in AI  
 

Artificial Intelligence (AI) is omnipresent to make current edge technology smarter and automatic 

without much human intervention. The machine learning (ML) including deep learning (DL) 

frameworks employ “learn” to power AI system by learning from the data [1][2]. The process of 

learning and utilizing them for future decisions leads to novel attack patterns in AI [3]. Attacks in the 

AI are a purposive manipulation of processes based on the underlying AI system’s weaknesses that 

lead to malfunction at the end goal. Nowadays, AI system is running with mission-critical applications 

such as autonomous driving and smart grids; thus attacks in the AI system may lead to the 

consequences of loss of life. 

Many solutions exist for designing AI algorithms for mitigating the cyber security issues. However, 

identifying security issues and challenges in AI systems and designing solutions to mitigate them is 

still an open problem [3][4]. If we look into the working model of an AI system closely, it is nothing 

but a machine that took input and process to give output, as shown in Figure 1(a). The well-known 

cyber attacks in an AI system such as “Input Attacks” and “Poisoning Attacks” have been illustrated 

in Figure 1. 

Input Attacks: Attackers alter the input data provided to an AI system to manipulate the system’s 

output desired by the attackers. Several contributions exist in this problem for neural networks. The 

abstract model is shown in Figure 1(b). 

Poisoning Attacks: Attackers either alter the data used for system training or tamper with the training 

process. These types of attacks majorly appear during the system development and training, i.e., the 

AI system development’s initial process. The abstract model is shown in Figure 1(c). 

Along with the above two common attacks, there is another possible type of attack (e.g. Evasion 

Attacks), where attackers learn offline to discover information for future attacks [4]. 

USE CASE: SELF-DRIVING CAR 

Let us consider the use case of the self-driving car recognizing stop signs to describe the above-

specified attacks [5]. Let’s assume the attacker little modify or partially cover the stop sign on the road 

to fool the AI system [5][6]. This type of attack is known as the “Input Attack” in the AI system. It 

could be mitigated by combining the input data from multiple sources and applying a data aggregation 

algorithm [6]. 
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In order to detect a stop sign, an AI system learn from the thousands of dataset containing the stop 

sign. Attackers can spoof the learning process by inputting some fake data sets of stop signs by giving 

wrong instructions, such as taking the right turn. Finally, even a clear stop sign on the road could not 

the detected by the AI algorithm. This type of attack is known as the “Poisoning Attacks” in the AI 

system, where an attacker finds a backdoor to exploit the system. The type of attacks can be mitigated 

using the data provenance techniques [6]. 

FUTURE OF AI SECURITY 

Due to the demand, current use, and future aspects of AI, securing the AI system cannot be 

unbeaten. Unlike software system, we should give best to secure the AI [6]. One of the primary and 

effective will be the AI assurance processes by extending the software assurance processes. As 

discussed above, the basics model of AI technique, assurance should be at the training and testing 

phase while including the AI process software [6]. Privacy and trust are still an open problem in AI, 

which needs to get attention in the future for secure system building. 

 
Figure 1: A selected attack patterns in AI. 
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The classification of the cyber attacks in the AI system is shown in Figure 2 [7][8]. It listed the 

attacker’s capabilities and goals during the AI system’s end-to-end process, such as training, modeling, 

classifications, and decision or prediction.  

CONCLUSION  

AI security is vital; however, it 

should be designed carefully by 

considering the suitable assurance 

processes based on system 

requirements. Data should be secure 

throughout the process of an AI 

system. 
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Figure 2: security classifications for AI 
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