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Abstract—A correct balance of nutrient intake is very im-
portant, particularly in infants. When the body is deprived of
essential nutrients, it can lead to serious disease and organ
deterioration which can cause serious health issues in adulthood.
Automated monitoring of the nutritional content of food provided
to infants, not only at home but also in daycare facilities, is
essential for their healthy development. To address this challenge,
this paper presents a new Internet of Things (IoT) based fully-
automated nutrition monitoring system, called Smart-Log, to
advance the state-of-art in smart healthcare. For the realization
of Smart-Log, a novel 5-layer perceptron neural network and a
Bayesian Network based accurate meal prediction algorithm are
presented in this paper. Smart-Log is prototyped as a consumer
electronics product which consists of WiFi enabled sensors for
food nutrition quantification, and a smart phone application that
collects nutritional facts of the food ingredients. The Smart-Log
prototype uses an open IoT platform for data analytics and
storage. Experimental results consisting of 8172 food items for
1000 meals show that the prediction accuracy of Smart-Log is
98.6%.

Index Terms—Internet of Things (IoT), Consumer Electronics,
Smart Healthcare, Smart Home, Food Monitoring, Nutrition
Monitoring

I. INTRODUCTION

MONITORING daily food intake is a relevant and im-
portant problem in health care. Wearables or monitor-

ing systems in smart healthcare are designed to maintain a
healthy lifestyle, focusing on calorie input and calorie output
monitoring [1]. As important as it is to monitor the calorie
output, it is equally important to monitor the calorie intake
[2]. Though the focus of such monitoring systems might range
from tracking weight loss to having a healthy balanced diet,
the underlying motivation is to address nutrition imbalances.
This condition can be caused by both undernourishment,
in which not sufficient nutrients are consumed, as well as
overeating, which results in excessive consumption of non-
nutrient rich food, particularly in fats and salt. Overeating can
lead to obesity which is a serious health concern in affluent
societies today. Imbalance nutrition in infants and children
can manifest in numerous modalities in adulthood including
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weak immune systems, cognitive disorders, weakened skeletal
structure, thinning hairlines and bleeding gums, to mention
just a few.

A conceptual view of the proposed Smart-Log system,
which can be part of any household is presented in Fig. 1.
The primary enabler for this research is the Internet of Things
(IoT). The IoT is used as the link between sensor-derived data
and cloud-based analytics [3]. The IoT is a network of physical
devices where each device is recognizable within the network
[3]. Each recognizable component in the IoT is a “thing”
which can connect to the Internet. With the IoT covering a
wide range of the business spectrum, it has helped researchers
and developers to make intelligent systems [4]. The IoT is
also the enabling technology of smart cities where diverse
infrastructure components (e.g. vehicles, services, hospitals,
traffic, buildings, and homes) are interconnected [5]. In the
context of health care, the IoT has enabled remote assistance
and has enriched peoples quality of life [6, 7].

Smart-Log

Did you 
meet your 
diet goal?

IoTSensor

Microcontroller
(MCU)

Fig. 1. Conceptual View of the Smart-Log System.

This paper is organized as follows: In Section II, the
novel contributions of this work are presented. A detailed
comparative overview of existing related prior research work
is given in Section III. Section IV provides a broad overview
of the proposed Smart-Log system. Section V gives a detailed
explanation of methods involved in designing Smart-Log as a
complete product suitable for the consumer electronics market.
Section VI presents an experimental case study of the proposed
Smart-Log system. Section VII concludes the paper.

II. NOVEL CONTRIBUTIONS

This paper proposes a IoT-based system called Smart-Log
with the following novel solutions:

• A novel 5-layer deep learning model based on a percep-
tron neural network with densely connected hidden layers
for determining the nutritional balance after each meal is
proposed.

• A novel algorithm based on Bayesian networks for de-
termining nutrient features from food materials and for
suggesting future meals or recipes, accordingly. This
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algorithm is based on careful analysis of several Bayesian
classifiers and provides superior performance.

• The proposed IoT based fully automated diet monitoring
solution is the first solution to be built using Bayesian
algorithms and 5 layer perceptron neural network method
for diet monitoring.

III. RELATED PRIOR RESEARCH

Research in consumer electronics for the smart home has
been focused on improving quality of life. The research in this
discipline is multi-dimensional, including energy management
in a home environment, lightweight middle-ware, efficient
communication protocols [8], accurate remote monitoring,
home automation [9], etc. An IoT based energy management
system has been proposed by using big data approach in
[10]. A system-on-chip based mobile platform is proposed
that uses a wrist-wearable wireless sensor node and a mobile
platform to form a remotely accessible body area network
(BAN) in [11]. Home automation has been proposed through
different components such as: a framework for controlling
home appliances based on a TV set-top box [12]; a magic
mirror to analyze social-emotion alleviation [13]; and, a human
activity recognition framework based on depth-video [14].
The end product of the proposed Smart-Log system of the
current paper is a consumer electronic system that will help
in improving the quality of life through diet monitoring in
smart homes.

Researchers have been constantly working towards iden-
tifying different techniques which can help in maintaining
a healthy lifestyle [6, 15, 16]. Diet monitoring is one of the
important components of smart healthcare and the smart home.
Researchers have addressed this problem with an ingestive
monitoring system to track ones eating frequency [17]. A
smart dining table has been constructed using a weighing
sensor and radio-frequency-identification (RFID), to measure
the weight of food intake [18]. A hybrid eating behavior
monitoring system involving a camera and microphone has
been proposed to detect food portion size and consumption
[19]. Features extracted from the images of food consumed,
provide the advantage of comparing them with already existing
or newly formed learning kernels [20–22]. Determining food
or calorie intake based on physical activity can be approached
in 2 ways: Monitoring activity of the arm or wrist when food is
being placed in one’s mouth (gesture recognition), or directly
monitoring the chewing or swallowing of food. For gesture
recognition, either sensors fused into a smart watch platform
have been used [23] or custom sensors have been used for
monitoring gestures [24]. An automated MEMS gyroscope
based inertial monitoring system has been used to track the
wrist activity [25]. An automatic chewing detection system has
been proposed based on acoustic methods [26]. A neckband
involving electrodes, amplifiers and analog-digital converters
has been proposed to detect chewing and swallowing [27].
Another neckband based wearable solution has been proposed
to identify vibrations related to different patterns of swallow-
ing [28]. A piezoelectric based strain sensor is placed on
the lower jaw for monitoring the chewing mechanism [29].

Another piezoelectric method has been proposed for detecting
chewing and swallowing in [30]. In a preliminary version of
this research [31], a piezo-based sensor board was proposed
for automated food monitoring system.

IV. SYSTEM-LEVEL DESCRIPTION OF SMART-LOG

An overview of the proposed architecture for the smart food
monitoring system is shown in Fig. 2. The system can be con-
sidered as a product which includes a smart sensor board along
with a smart phone application. The sensor board contains
a food weighing sensor. The weight of the food product or
ingredient is sent via wireless to the cloud through the Internet
under the coordination of a microcontroller integrated with a
wireless module. Thus, the proposed system is converted to
a “thing” in an IoT network. The corresponding nutritional
facts of the food item are acquired with the help of a smart
phone camera through the smart phone application. The system
then provides a value of the total nutrients consumed. The
calculated nutrient values and predictions are accessed by the
user using the smart phone application. The data flow of the
proposed Smart-Log system is shown in Fig. 3.

IoT

Microcontroller Wireless Module

Wireless Access Point
Internet

Food Database

1. Calculate nutrition value
2. Future meal predictions
3. Suggest recipes

Fig. 2. Architecture of the Proposed IoT-Based Food Monitoring System.
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Fig. 3. Data flow of the proposed Smart-Log System.

The main objective of using the food weighing sensor in
Smart-Log is to quantify the nutrients consumed by the user.
The ideal output of this sensor should be the weight of the food
ingredients placed on it, along with a time stamp. Logging the
time stamp along with the fluctuations in food weight helps
to determine the meal in which the food was consumed. The
schematic of the food weighing sensor, which consists of load
cells paired with a microcontroller is shown in Fig. 4.

V. PROPOSED METHODS FOR THE AUTOMATED
NUTRITION MONITORING SYSTEM

The design of the proposed Smart-Log system can be
broadly categorized into four significant methods: A method



3

Vout+ Vout-

-

+

Vin+

Microcontroller 
Unit 

(MCU)

Load Cell

R1

R2

R3

R4

Analog-
to-Digital 
Converter

REF

Amplifier

Vin-

Data

Clock

Digital
Analog

E+

E-

INA-

INA+Food

CloudR1 R3

Food

Fig. 4. Schematic Representation of the Food Weighing Sensor in Smart-Log.

for quantifying nutritional values, a method for data acqui-
sition which details the different ways of acquiring nutrition
facts from the product, a method for predicting future meals
based on the leftover food, and a proposed machine learning
method for food classification. A detailed explanation of these
methods is discussed in this Section.

A. Method for Automatic Nutrition Quantification

The very first step in Smart-Log is to quantify the nutrient
values, and is initiated immediately after the food is placed on
the smart sensor board. Fig. 5 shows the method of automatic
nutrition quantification used in the Smart-Log system. The
food weight is calculated with the help of the load cells.

Start

Calculate the voltage value 
of the unbalanced load cell. 

Store the value of food 
weight in the 

Microcontroller Unit.

Convert analog voltage to 
digital equivalent value.

Place the food item 
on the load cell.

Amplify the analog output 
voltage of the  load cell.

Timestamp at which 
the food weight is 
varied

Transmit the weight value of food  
+ timestamp to Cloud

Fig. 5. Method for Automatic Nutrition Quantification.

B. Method for Nutrient Data Acquisition in Smart-Log

Once the weight and time stamp of the food are obtained
through the food weighing sensor board, the next important
step is gathering nutrient information. In prior research, the
emphasis has been placed on computer vision approaches
and using already existing information. In this research, two
different methods to obtain relevant nutrient values are used. In
one approach, Optical Character Recognition (OCR) is used:
the on-phone camera captures the FDA-mandated Nutritional
Facts Label, when available, and the extracted information is
then added in the local database. In the other approach, the
barcode of the food is scanned, and nutritional information is
retrieved from the Internet using open APIs. Both approaches
are indicated in Fig. 6. Once the nutritional content of the food
is obtained, the food weight and timestamp values are used

to calculate the nutritional value of the food item. Similarly,
the nutritional information of all the food items that are used
to prepare the meal, are calculated. In order to compute the
nutrient values for future meals, the nutrient information along
with the weight and timestamp are stored under respective
meal IDs. The timestamp is recorded to decide the type of
meal i.e., breakfast, lunch or dinner.

OCR

Calculate nutrient value of the food 
item used in the meal

For Future Meal Predictions

From Food Weighing Sensing
Board
• Food Weight
• Timestamp

Nutrition Facts of the Food 
item

Meal
ID

Nutrient Value of
the meal

Weight of 
the meal

Timestamp to 
compute meal type

Start

Food 
Item
ID

Nutrient Value 
of the

food item

Weight of 
the food 
item

Timestamp when
weight of the food
item is altered

Obtain Nutrition information for each food item

Calculate nutrition information of all the food items 
in the meal using Bayesian Network

Classify the food items using Bayesian Network

Fig. 6. Proposed Data Acquisition Approaches of Smart-Log.

C. Proposed Method for Future Meal Predictions

Fig. 7 shows the proposed steps to predict the next meal
based on user feedback and measured food wastage. After
consuming a meal, the weight of the leftover meal is calculated
to quantify the wasted nutrients of each meal. This leftover
nutrient information is combined with user input to check if the
goal of a meal is fulfilled. User feedback is used to determine
the purpose of the meal, i.e. whether the meal is a high-fiber,
carbohydrate-rich breakfast, a low-carbohydrate, high-protein
lunch, etc. The weight of wasted food is used to calculate the
amount of nutrients not absorbed during the meal. In order
to achieve a fully balanced diet, the nutrient values for the
upcoming meals are computed, using the calculated deficient
nutrients. Based on these inputs, future meals are predicted
and suggested as feedback to the user.

D. Proposed Machine Learning based Method for Food Clas-
sification

The proposed algorithm is responsible for 3 main functions:
(1) To extract the features of food nutrients and categorize
the food based on highest nutrient value, (2) to identify
the relationship between the consumed food and deficient
nutrition, and (3) to identify the deficient nutrients and suggest
replacements. To achieve these objectives, the proposed algo-
rithm is built based on a Bayesian or belief network (BN).
A BN structure can be built based on two approaches: the
score-and-search method, which uses a scoring function to
search, and the constraint-based method, where judgments are
made based on conditional dependencies. For this application,
a constraint-based method is considered. The joint probability
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Fig. 7. Proposed Method for Next Meal Prediction.

of the two events, A and B is noted as P (A ∩ B) and their
conditional probability, that is the probability of occurrence of
A, depending upon the occurrence of a fixed event B, is noted
as P (A|B). The relationship between the two probabilities is
given by Bayes theorem:

P (A|B) =
P (A ∩B)

P (B)
, if P (B) 6= 0, (1)

Bayes’ theorem represents the joint distribution of a set
of discrete variables and conditional probabilities such that
each variable X in the Bayesian network has an associated
hypothesis given by:

P (θ|X) =
P (X|θ)
P (X)

P (θ), (2)

where P (θ) is the hypothesis whose probability would be
depended on the evidence or occurrence of data, P (X). This
probability given as, P (θ|X), is called the belief update or
the posterior probability and the probability of the hypothesis,
P (θ), is called the prior probability. The factor that con-
nects these two probabilities is called the likelihood ratio. A
Bayesian-based 5-layer perceptron neural network is built by
using the prior distribution to determine the key parameters,
which are then given as input to build the neural network.
Neural networks are built in layers, which are interconnected
nodes with an activation function. The input and output of
the neural networks are connected through hidden layers,
also known as “weighted connections”. Equation (3) gives
the mathematical representation of the interval activity of the
neuron in a neural network as:

Si =
n∑

i=1

WKiXi, (3)

where Xi is the input, WKi are the associated weights of the
connected nodes and Si represents the sum of all the weights.
The final output Yj is linked to the sum of weights through
the activation function f which can be represented as:

Yj = f(Si), (4)

A neural network is considered as a multilayer perceptron
when it has a linear activation function f to map the weighed
inputs to the final output. The perceptron updates the new
weight based on the old weight, the target output and the actual
output as:

W (n) = W (n+ 1) + η(d(n)− y(n)) ∗ x(n), (5)

where W (n) and W (n + 1) are the old and new weight
vectors respectively, x(n) is the input for the corresponding
output y(n), d(n) is the target vector and η is the user
defined learning step. The node weights need to be updated
after each training example such that the error is minimal
and they must quickly converge to a response. To train such
a perceptron neural network for determining the nutritional
balance, the gradient descent algorithm is used. The algorithm
for training the nutritional balance network is demonstrated in
Algorithm 1. In this nutritional balance network, the stochastic
gradient descent (SGD), the true gradient is approximated by
the gradient for a point. The main advantage of SGD is that
it trains the network to make predictions on the new data
and processes the neurons with one row of data at a time.
The multilayer perceptron nutrition network for the input (xm)
and output (ym) is iteratively updated, to minimize the mean
squared error (MSE), [E(X)] which is defined as:

[E(X)] =
1

2N

N∑
i=1

(outputm − ym)2), (6)

where outputm is the output of the hidden layer for the input
xm and N is the total number of input-output pairs. The
delta equations obtained using gradient descent to compute
the weight (W p

mn) of the perceptron n in layer p for node m,
based on the error function can be given as:

∆wp
mn = −α∂E(X)

∂wp
mn

, (7)

where α is the learning rate. The delta equation to compute
the bias for the perceptron m in layer p is given as:

∆bpm = −α∂E(X)

∂bpm
. (8)

The Bayesian based multilayer perceptron neural network
exploits the benefits of both the probabilistic model and
function approximation. Figure 8 gives an example of build-
ing the BN structure for classifying food items and further
determining the nutritional balance of the meals consumed
with the help of the multilayer perceptron neural network.
The relationships between the features are given by a directed
edge, i.e. the likelihood of meeting a food goal (protein)
is dependent on consuming a food item (boiled egg). For
example, the likelihood of classifying bread as a carbohydrate-
rich food (Carb-rich) can be determined using the conditional
probability:

P (Carb-rich|bread) =
P (bread|Carb-rich)

P (bread)
P (Carb-rich), (9)

where P(Carb-rich|bread), the posterior probability, is deter-
mined using the probability of carb-rich food. In similar fash-
ion, a Bayesian network is built based on the hypothesis and
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Algorithm 1 Nutritional Balance Network Algorithm for
building a multilayer perceptron neural network using Stochas-
tic Gradient Descent

1: Initialize the input layer (Type of Meal).
2: Initialize the connection weights W with small random

numbers.
3: Randomize the order of input training examples for hidden

layer (Weight of the meal, time at which the meal was
consumer and intended nutritional goal) X .

4: while Not converged do
5: for layer l1 to lp−1 do
6: Feed Forward Network: Compute output of each

hidden layer by using the weights and bias for each
meal.

7: Back Propagation Network: Update the weights wp
mn

and biases bpm computed based on gradient descent.
8: Compute the output layer, nutritional balance of the

meal based on the hidden layers.
9: end for

10: end while
11: Return Nutritional balance network.

experimental evidence. Algorithm 2 shows the steps involved
in classification of food items using the Bayesian network.
Each edge in this network is added or updated using the hill-
climbing search algorithm, which assigns a probability score
for the edges. Based on the updated probability score, the food
item is categorized. After obtaining different food categories,
the 5-layer perceptron neural network for Smart-Log is built
by considering 3 hidden layers. There are certain criteria to be
considered before building the hidden layers in the multilayer
perceptron neural network. The first hidden layer should be
represented by linearly separable functions; the second layer
should help in approximating the function; the third layer
should further improve the accuracy with the help of rational
activation functions. In the proposed neural network model
for computing nutritional balance, the 3 hidden layers are:
time at which the meal was consumed, weight of the meal to
determine the total nutrient values and the intended nutritional
goal for each meal. The proposed learning model helps in
developing a fully automated dietary monitoring solution.

VI. EXPERIMENTAL CASE STUDY OF THE PROPOSED
SMART-LOG SYSTEM

Implementation of the proposed Smart-Log system was
divided into two interconnected phases: nutrient value data
acquisition along with the weight, and analysis of the data
acquired.

A. Data Acquisition for the Smart-Log System

Data acquisition for Smart-Log involves the hardware de-
sign of the food weighing sensor and nutrient feature extrac-
tion as described in the following sections.

1) Food Weighing Sensor System: The hardware implemen-
tation of the food weighing sensor was done with the help of
commercially available off the shelf (COTS) components. The

Algorithm 2 Food classification algorithm for building
Bayesian Network using hill-climbing search

1: Initialize the edges of the Bayesian network: E ← 0
2: Update the variables for nutrient values of the food

product under consideration.
3: For the given dataset D, using the nutrient values, esti-

mate the parameters P for local probability tables: P ←
Probability Tables (E, D).

4: Build a Bayesian Network B ← Total set of variables,
Edge, Parameters

5: Update the Posterior Probability Score (S).
6: while Posterior Probability Score (S) > Maximum score

(M ). do
7: Update Maximum score (M): M ← S.
8: for an attribute pair (Food Category, Food Product) do
9: for Each new edge (E∗) do

10: Calculate the dependencies of Food Product and
Food Category.

11: Calculate new Probability Table (P∗), Bayesian
Network (B∗).

12: Update the value new Posterior Probability Score
(S∗).

13: if S∗ > S then
14: Update Bayesian Network: B ← B∗.
15: Update Posterior Probability Score: S ← S∗.
16: end if
17: end for
18: end for
19: end while
20: Return Bayesian Network (B).

main parameters to be considered in choosing the load cell are
its sensitivity and resistance. Sensitivity (mV/V) of the load
cell is the amount of output voltage when the input (excitation)
voltage is 1 mV. In commercially available components, the
sensitivity, resistance along with the offset values are given by
the manufacturer. For the Smart-Log system, a load cell which
has the capacity to weigh objects in the range of 0-5 Kg was
considered. The output of the load cell was connected to a
24-bit Analog-to-Digital Converter (ADC), designed specifi-
cally for weighing applications. The architecture of the 24-
bit ADC contains an on-chip programmable gain amplifier
(PGA), analog power supply regulator and internal oscillator.
The output of the ADC which is to be connected to the
microcontroller for data retrieval, is the Serial Data Output
(DOUT) and Serial clock (SCK). As per the design of the
ADC for weighing applications, the output at DOUT remains
high and SCK remains low, before the data are ready. When
DOUT goes low, it indicates that the digital output is ready.
Both the input and overall gain are controlled by the number
of pulse shifts at SCK.

In prototyping the Smart-Log design, the overall efficiency
of the system was analyzed based on its compatibility and
ease of use which can be determined by the smaller size,
low power dissipation and high processing speed. For this
purpose, 2 microcontrollers were considered: one with a
wireless module embedded along with the board and another
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Fig. 8. Proposed Learning Model for Smart-Log using Bayesian Network for Classification of Food Items Based on Extracted Nutrient Features, and Neural
Network for computing Nutritional Balance of the Food Consumed by the User.

one without a wireless module Table I gives a comparison of
the two microcontrollers. Model 2 was considered for the final
prototype as the main purpose of using a microcontroller in the
Smart-Log design is to transmit data wirelessly to the cloud.
In addition to this, considering the dimensions, Model 2 has
a smaller form factor and can be easily used as a “Thing” in
this IoT based solution.

TABLE I
COMPARISON OF HARDWARE PROTOTYPES FOR SMART-LOG SYSTEM

BASED ON 2 MICROCONTROLLERS.

Characteristics Model 1 Model 2
Operating Voltage 5 Volt 3.3 - 5 Volt
Dimensions of the
board

101.52 × 53.3
mm2

49 × 24.5 mm2

Clock Speed 16MHz 80 MHz
Built-in Wi-Fi module No Yes
Digital I/O pins 54 11

2) Nutrition Acquisition: A JAVA application was devel-
oped to obtain nutritional values from the Internet. The USDA
provides a freely accessible database of 8791 food items [32]
and this was used for retrieving nutritional values. The US
Department of Agriculture also maintains an API front end
web site to its SR8 database which encodes foods based on
a unique identifier, the NDB number. The user of Smart-
Log is presented with a web page displaying a questionnaire
regarding the name of the food item and the type of the
meal based on a predefined characterization which includes:
“breakfast”, “brunch”, “lunch”, “snack”, and “dinner”. The
main challenge in obtaining the nutrition information of each
meal is calculating the nutrition value from each food item
used in preparing the meal.From the food weight obtained by
the sensor board and the nutritional information retrieved from
the cloud, the overall nutritional content of the meal before
ingestion is calculated. Following the meal, any leftover food
is weighed again and the precise nutritional content of the
meal is recalculated.

B. Data Analysis for the Smart-Log System

As mentioned in Section V, the Smart-Log system should
autonomously monitor the food consumed by the user and
provide efficient predictions. To achieve this, the data analytics
were done using the Waikato Environment for Knowledge
Analysis (WEKA) [33, 34] tool, which is used to classify each
food item to various classes. The application generates an
.arff (attribute-relation file format) entry which is passed on
to WEKA. The response of the classifier is displayed on a
web page by a custom JAVA application. Many data analytics
algorithms are available in WEKA and these can be used for
predictive modeling. The input to the system was an .arff
file containing 1000 meal entries input by the Smart-Log UI.
The Bayes-based classification algorithms and the multilayer
perceptron neural network outperformed significantly the tra-
ditional decision table approach.

C. Experimental Prototype of the Smart-Log System

The overall compositional characteristics of the Smart-Log
system are given in Table II. During the data acquisition phase
the database, API and OCR approaches were used. OCR adds
significant computational complexity to the system resulting in
increased power consumption. For this reason, it was excluded
from further consideration. Fig. 9 shows a photograph of the
experimental setup for Smart-Log, implemented using off the
shelf components.

TABLE II
CHARACTERIZATION OF SMART-LOG SYSTEM.

Characteristics Specifics
Sensor system Food Weighing Sensor
Data acquisition API and Database approach
Data Analysis Tool WEKA
Input Dataset 8791 instances
Classifier Bayesian Network
Accuracy (worst case) 98.6 %
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Fig. 9. Experimental Setup of the Smart-Log implementation.

D. Comparative Perspective with Prior research in Consumer
Electronics

A comparison of existing research in developing smart
consumer electronic systems based on Bayesian modeling is
given in Table III. It can be observed that Bayesian modeling
has been widely used for building a belief network in use
cases such as image processing, intelligent environment, and
speech recognition. This paper proposes a novel Bayesian
based 5-layer perceptron neural network for developing a
fully automated diet monitoring consumer electronic product.
A thorough literature survey shows that direct comparison
of this research with consumer electronic products is not
possible. The authors envision that the end product of this
research will be a consumer electronic product in a smart home
environment.

TABLE III
BAYESIAN MODELING FOR CONSUMER ELECTRONICS PRODUCT.

Proposed Consumer
Electronic Systems

Category Method

Mandarin Speech Recog-
nition System [35]

Speech
Recognition

Bayesian neural network
based language model

An adaptable environ-
ment (curtain, music, and
light control) based on
user’s input [36]

Intelligent
Environment

Multilevel Bayesian net-
work to model user’s
preference and priority

An online speaker
segmentation approach
for spoken document
retrieval [37]

Information
Retrieval

Bayesian information
criterion built using
Gaussian Mixture Model
(GMM)

Skin color detection un-
der rapidly changing illu-
mination conditions [38]

Image
Processing

Bayesian based decision
framework

Multiple object detec-
tion and tracking frame-
work for video surveil-
lance [39]

Image
Processing

Bayesian tracking model
with multimodal distribu-
tions

An Automated Nutrition
Monitoring System (the
current paper)

Diet
Monitoring

Bayesian based 5-layer
perceptron neural net-
work for monitoring nu-
tritional intake

The efficiency of this research is evaluated based on the
accuracy of classification of food items and meal prediction. In
this research, the pattern analysis follows the meal information

provided by the user to provide additional feedback regarding
achievement of the meal goals. The number of main classes
to be predicted by the food classification algorithm are 4,
i.e. protein-rich, carbohydrate-rich, fiber-rich and vitamin-
rich. The classification is done with help of the Bayesian
based classification algorithm by taking 15 attributes from
the nutrition facts of the food item. The activation function
used in hidden layer 1 and 2 is logistic sigmoid as the inputs
are non-negative. The activation function of the hidden layer
3 is linear function as the final output is a classification to
understand if the nutritional goal is achieved or not. Hidden
layer h1 contains 10 neurons, hidden layers h2 and h3 contain
4 neurons each. The input to the multilayer perceptron based
5-layer Nutritional Balance Network is the type of meal
classified using the Bayesian Network. The output is the
nutritional balance of the meal. The weights, number of hidden
layers and number of neurons were selected after carefully
analyzing the sample dataset for several iterations using the
algorithm. In this work, 8172 sample meals were considered as
input to the custom Bayesian network and 5-layer perceptron
neural network developed after consideration of the WEKA
results. 60% of the data set was used for training and 40% was
used for prediction. The final results of this analysis provided
a worst-case accuracy of 98.6%.

VII. CONCLUSIONS

An autonomous food data logging system is presented in
this work. The implemented design is cost efficient with high
accuracy in diet monitoring. The algorithm for nutrient feature
extraction based on a Bayesian network and an algorithm
based on a 5 layer perceptron neural network for determining
the nutritional balance after each meal, was proposed after a
thorough analysis of various classifiers using WEKA. Since
an open food database was used, the input dataset contained
certain products logged multiple times. To overcome this, the
user is presented with additional options to correct a data entry
in case of redundancy with corresponding increase in the final
accuracy. In addition to an analysis of the meal nutritional
content, suggestions are made by the system to decrease the
risk of imbalanced diet. This system can become an essential
product for household or child care usage. Even though the
scope of Smart-Log is demonstrated in the context of food
habits of infants in the current paper, the Smart-Log can be
used for adults as well by expanding the food databased in its
cloud storage. As future research, Smart-Log will be integrated
with physiological monitoring mechanisms to keep track of
user activities for accurate automated prediction of diet for
adults.
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