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Abstract The multimedia revolution has made a strong impact on our society. The explo-
sive growth of Internet access to this digital information has generated new opportunities
and challenges. The ease of editing and duplicating information in the digital domain has
created copyright protection concerns for content providers. Various schemes to embed sec-
ondary data in digital media have been investigated to preserve copyright and to discourage
unauthorized duplication. In order to achieve the required level of protection to digital in-
formation, digital watermarking is a viable solution. This paper proposes a novel invisible
watermarking scheme: a Discrete Cosine Transform (DCT) domain based watermark em-
bedding and blind extraction algorithm for copyright protection of color images. The pro-
posed algorithm is optimized in terms of robustness, computational load, and quality of the
image. Testing of the proposed watermarking scheme’s robustness and security via differ-
ent benchmarks as well as comparison with a Discrete Wavelet Transform (DWT) approach
proves its resilience to digital attacks. The results show that the Peak Signal to Noise Ratio
(PSNR) value obtained under no attack conditions in the proposed algorithm is above 41.81
dB, which is higher than most of the existing watermark algorithms. The results from the
detector’s response also show that the proposed algorithm has a better security performance
than most of the existing algorithms. The architecture for hardware implementation of the
proposed algorithm is also presented and the results from the architecture show a PSNR
value of 44.37 dB. This verifies that the presented algorithm is more effective than exist-
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ing algorithms such as image adaptive watermarking, image adaptive watermark creation,
zerotree wavelet, and 9/7 biorthogonal wavelet lifting.

Keywords Digital watermarking; blind watermarking; invisible watermarking; robust
watermarking; DCT domain; DWT domain

1 Introduction

The Internet revolution has made very easy the distribution, transmission, and access of
multi-media files such as pictures, videos, distance education, etc. This digital content can
be accessed anywhere, anytime through the Internet, thus enabling very easy distribution
and increased share in the global market. However, this easy access of digital content has
brought many issues along with it. Manipulation, unauthorized access, and illegal distribu-
tion of digital content through the use of inexpensive tools have caused industries like music
and movies to incur losses. The authors, distributors, and creators are losing revenue due
to illegal access and distribution of their original works. The laws to prevent these illegal
acts do not appear to be effective enough to deter law breakers. Digital Right Management
(DRM) addresses these concerns about protection of intellectual property (IP).

In this paper, an attempt is made to protect an image against unauthorized modification
and false ownership claims. A technique known as digital watermarking is employed. Digital
watermarking is a method where information about the image or owner is embedded in the
image itself in such a way that an unauthorized user cannot recover an original copy of the
image while an authorized user can, after necessary processing of the image. Depending
upon the application requirements, one can employ different types of watermarking. Figure
1 shows a general classification of watermarking.

Watermarking

\ J \ J
I Application I ITransform Domainl IHuman Perceptionl I Application I
\ \

[Text|Imagd|Audio|[Vided [Spatial |[Frequency]| |Invisible] [Visible| [Destination] [Source]

|
Y

IExtraction Processl Mapping function

[ Blind | [Non-Blind] [lnvertible|Non-Invertibld/Quasi-Invertible][Nonquasi- Invertible|

Fig. 1 Different types of digital watermarking. The type of watermark used in this work is denoted by the
grey rectangles.
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Each of these watermarking schemes has its own applications and usefulness [1,2,3].
Visible watermarking is used in applications like broadcasting, where the broadcaster’s logo
is embedded in the video. Invisible robust watermarking is used when the ownership needs
to be maintained. Invisible fragile watermarking is embedded in such a way that any mod-
ification done to the watermarked image will destroy the watermark. Such a watermarking
scheme can be very useful in applications like news reporting to claim the originality of the
captured scene. Dual watermarking is used where both visible and invisible watermarks are
used. The invisible watermark is used as a secondary back up.

Source-based watermarking is used in applications where the unique watermark of the
owner is introduced in all copies of the digital content so that any alteration can be easily
recognized. Destination based watermarking is used when the distributed copies are given
a unique watermark identifier of the buyer and any infringement made by the buyer, like
illegal distribution or alteration, can be identified based on the watermark recovered from
the watermarked copy.

Depending on the requirements of the watermark, such as speed, cost, and reliability,
the watermarking process can be done either in the spatial/time or in the frequency domains.
Spatial/time domain watermarking is faster and easier but is not as robust as frequency
domain watermarking. Since frequency domain watermarking is very robust to attacks, it is
mostly employed where security is the prime concern.

Each of these watermarking schemes is equally important and applicable. However, the
choice of watermarking depends on the application. Each of these watermark algorithms
should follow some common criteria such as:

1. The watermark should not affect the intelligibility of the host digital content (image,
audio, or video) in the case of a visible watermark or should not be visible in the case of
an invisible watermark.

2. In the case of a non-fragile watermark, it should be resistant to most common intentional

or unintentional attacks like noise, cropping, scaling, and filtering.

The original digital content should be recoverable from the watermarked content.

The process should not be very slow, complex or expensive.

It should be possible to detect the watermark with very low probability of false detection.

The presence of the watermark should not be obvious to anyone.

S

As can be seen from these criteria, there are trade offs among quality, robustness, and
speed. Robustness asks for more alteration in the host content, whereas quality and speed
require few pixels to be modified. So, a very careful design is a must in any type of water-
marking algorithm.

The organization of the paper is as follows. Notations used in this paper are shown
in Table 1. Section 2 describes the contributions of this paper. Section 3 describes related
research in the field of invisible watermarking for both blind and non-blind algorithms.
In Section 4, the proposed invisible watermarking algorithm for insertion and extraction
is discussed in detail. Section 5 discusses experimental results on various test images and
their detector’s responses. Section 6 shows the proposed Simulink®model for the algorithm.
Conclusions and future directions of this research are discussed in Section 7.

2 Contributions of this Paper

A schematic overview of the proposed watermarking algorithm is shown in Figure 2. The
host color image is first converted to YCbCr color space from RGB. The actual processing is
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Table 1 Notation used to describe the proposed watermarking algorithm.

| Notation | Description

(0] Original color image

Y Y-component after conversion of O from RGB to YCbCr

A Watermark: pseudo random numbers with zero mean and unit variance
o Watermarked image, also a color image

o* Distorted image

Y After IDCT from Y

Y* At detector, from processing Y

N xN Dimensions of the test image O and corresponding watermarked image o’
o Watermark detection ratio
Thes Watermark detection threshold
« Scaling constant, watermark strength factor

done only on the luminance (Y) component. From this Y component of the image, the center
quarter of the image, where the watermark will be embedded, is extracted. The motivation
behind the use of the center quarter of the host image for watermark placement is due to
reduced computation load and increased robustness requirements. A pseudo-random number
sequence with zero mean and unit variance is used as the watermark in the host image. After
inserting the watermark in the host image, the Cb and Cr components are added to the

processed Y component thus producing the final watermarked color image.

Pseudo Random 9 é
Noise Generator

Center Quarter
Of Host Image

Watermark
Insertion

Watermarked
Image

Fig. 2 Schematic overview of the proposed watermarking scheme.
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This paper’s contributions to the invisible-robust-blind watermarking algorithm are sum-
marized as follows:

1. Optimization of robustness, quality, and computational load. Since the center portion
of the image contains the main information about the image, watermarking insertion
at this center quarter increase robustness. Any attempt to remove the watermark will
result in degradation of image quality. Because the center quarter of the host image is
only used for watermarking, it increases the overall image quality. The computation
needed to insert the watermark is also greatly reduced due to the fact that only 25%
of the host image is processed for watermarking. Thus, this method achieves the three
contradictory requirements of the watermarking process, namely robustness, quality, and
computational efficiency.

2. Increased watermarking insertion speed. Watermarking is done in the frequency domain
using the Discrete Cosine Transform (DCT). However, instead of taking the complete
DCT of the center quarter image, block-wise DCT is done where the block size is 8 x8.
This increases the computational speed.

3. Increased robustness. The insertion of the watermark is done in the mid-frequency of
the image block so that the removal of high or low frequency components of the wa-
termarked image by operations such as filtering, compression, and sampling does not
significantly affect the watermark.

4. Increased quality. Energy compaction in low frequency components is maximal and
any change in these low frequency components can degrade the image quality. Simi-
larly, high frequency components contain edge information and other details, which are
needed to preserve edge information in the image as the human eye is very sensitive to
edges. Hence, the watermarking is done in the mid frequency so that any change can not
be noticed by the human eye.

5. A hardware architecture for the proposed algorithm is implemented in Simulink®. The
results from the simulation are compared with MATLAB®results, and indicate that
Simulink®offers better PSNR than MATLAB®. This verifies that when the proposed
model is implemented in hardware, it performs better than most existing algorithms.

3 Related Prior Research

Blind watermarking techniques are very useful as they do not require a host for authenti-
cation. Wong et al.[4] proposed three blind watermarking embedding techniques in order
to produce high quality images, where the first technique (SWE) embeds a watermark with
two secret keys using a spread spectrum technique, the second (MWE) uses different water-
marks on different correlated secret keys, and the third IWE) uses a watermark on a JPEG
compressed image. Zong et al.[5] give a novel image watermarking approach based on rank
method. In this approach, a secret key is used to randomly select a set of DCT coefficients.
To insert the watermark bits, a rank-based embedding rule is used to modify this set.
Gunjal et al.[6] present a non-blind digital image watermarking technique where a
comparative analysis of performance in the DWT and DWT-FWHT-SVD (DET-Fast Walse
Hadamard Transform-Singular value decomposition) domains is given. Analyzing the ex-
perimental results show that DWT could not reach the performance of DWT-FWHT-SVD
domain. Using the probability of total number of 0's and 1's in a single block, a new digital
watermarking technique was proposed by Hawlader et al.[7]. A scrambled binary water-
mark is embedded into the image four times in four different locations for better security.
During extraction, the total amount of 1 and 0 bits from each of the blocks of size 8x8 is
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compared. Hamad et al.[8] propose an algorithm where a DNA-encoded watermark is com-
plemented and hid in the third level resolution of the wavelet decomposition of the true color
image. The invisible image embedding is enhanced by applying the quantization operation.
Communication in an optical camera and its capability for invisible watermarking schemes
are addressed in [9]. The invisible elements of the image are changed and the digital data
are embedded for communication. [10] presents a method where the color image is embed-
ded as an invisible watermark into a 3D image. This paper deals with the security aspects
of 3D anaglyph images. DCT domain using the Quantization Index Modulation - Dither
Modulation (QIM-DM) scheme is used for this insertion in order to achieve imperceptibil-
ity of watermark. Ghosh et al.[11] propose an algorithm with highest immunity to attacks
and retain the robustness. Non-blind watermarking was implemented, which exploits the
high level of robustness and results in perfect reconstruction every time. Kaur and Lal [12]
present an algorithm which is based on both redundant second generation wavelet packet
transform and fast haar wavelet transform. The cover image is decomposed according to the
size of watermark. The algorithm presented in this paper aims at embedding the watermark
information into the media cover to maintain authentication. Pushpalatha [13] proposes an
effective algorithm designed for enhancing the quality of image using a 5/3 2D Lift DWT
based technique for the investigation of the effect of PSNR for digital images. The water-
mark is generated as a pseudo random sequence in [14]. A comprehensive sensing scenario
was assumed which affects the robustness of the watermark. Detection of the watermark in
such situations is the main aim in [14]. Pathak ef al.[15] present a watermarking technique in
medical images where the difficulty resides in the measure of perceptual distortion. The al-
gorithm presented in [15] offers a way to insert the watermark in images using SVD in DWT
domain. To enhance the transmission security, encryption is used. A comparative analysis
of watermarking techniques is presented in [16]. Simulations are conducted for PSNR using
the LSB, DCT and DWT techniques. The LSB technique gives out a better PSNR where the
DCT gives a better Normalized Coefficient (NC) value.

Miller et al.[17] presented a robust image watermark embedding 1380 bits of informa-
tion in an image where the robustness is maintained by minimizing the perceptual distance.
A modified trellis code with an iterative method was used in embedding. Liu et al.[18] pre-
sented an adaptive blind watermarking technique where two levels of wavelet coefficients
are used to embed a watermark and a generalized Gaussian distribution is used to detect the
statistical model for wavelet coefficient detection. Guannan et al.[19] proposed an adaptive
block-based blind watermarking using the DWT where the binary image is embedded in
selected sub-bands after analyzing the coefficient characteristics. Erhu and Fan [20] showed
that image robustness against attacks can be increased by applying an integer wavelet trans-
form where each block is decomposed into three levels for embedding the watermark. Yu
[21] proposed a blind wavelet watermarking algorithm wherein the changes in sign of the
DWT coefficients indicate the watermarking bits. Choi and Seo [22] proposed a statistical
watermarking algorithm based on the Human Visual System (HVS), where each bit of the
watermark image is placed in a spreading pattern in the DCT coefficients and the detec-
tion is done by the Estimated Weight Binary Hypothesis Test (EWBHT). Zhi-Bo et al.[23]
proposed blind watermarking based on a 9/7 bi-orthogonal wavelet lifting transform where
the extraction process is done from the low frequency domain. Yen et al.[24] proposed a 3-
level wavelet transform based watermarking algorithm where the image is resolved into 10
sub-bands and the noise watermark derived from the binary watermark is used to substitute
the third and fourth bit of the absolute values of the coefficients. Qiao et al.[25] presented
an adaptive blind watermarking algorithm wherein the watermark is embedded in the DC
component of the image based on the Human Visual System (HVS) model. However the
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algorithm also shows that the watermark can be embedded in the mid-frequency range to
withstand JPEG compression as well as attacks .

A non-blind watermarking algorithm needs a host image for the watermark extraction.
Khalfallah et al.[26] proposed a better robust and imperceptible watermarking algorithm
where the image is transformed into a multi-resolution field and the appropriate coefficients
are selected for watermarking. An adaptive embedding strength is provided by two terms,
where one of them is fixed and the other is variable chosen to reduce computational error.
Yongliang et al.[27] proposed a public key encryption scheme called Rabin cryptosystem to
provide high security against attackers. Safabakhsh et al.[28] presented a two dimensional
DWT based watermarking algorithm for gray level images where a watermark is embedded
in high pass wavelet coefficients of the host image. To obtain better detection algorithm, it
is based on entropy and the HVS model to select watermarked coefficients from wavelet
coefficients. Ganic and Eskicioglu [29] proposed a hybrid scheme based on 2-D DWT and
SVD to increase the robustness against image compression schemes, histogram equalization,
and geometric attacks. The watermark is embedded in low and high frequencies, and even
the LL band is modified. Piper et al.[30] proposed a spread spectrum image watermarking
algorithm using characteristics of the HVS. A constant embedding strength is used and
the detection algorithm is based on the textured region so as to achieve quality scalability
without compromising resolution scalability. Terzija et al.[31] proposed a complex wavelet
transformed watermarking algorithm using error correction code to increase robustness. The
watermark embedding is done in the spatial domain. Zaboli and Moin [32] developed an
entropy based watermarking algorithm using HVS characteristics in the contourlet domain.
Scrambling of the pseudo-random number sequence was done to increase the performance
of watermark detection in the extraction process and the quality is improved by increasing
the level of decomposition. Lavoue et al.[33] presented frequency domain watermarking
using error correcting codes and modulation techniques to address the trade-off between
redundancy and imperceptibility.

4 Proposed Region-Aware Blind Watermarking Algorithm

A robust invisible watermarking algorithm with blind extraction is presented in this section.
The proposed algorithm first converts any color image from the RGB to the YCbCr color
space. The advantage of this color space is that it takes human perception into account
and enables the process to take place in the luminance part (i.e. the Y component of the
image) and not the chrominance part (i.e. the Cb and Cr components). This improves the
computational efficiency as only one color component has to be processed.

4.1 Insertion Algorithm

Watermarking insertion is done on a color image of size N x NN based on the procedure pro-
posed by Mohanty et al.in [34]. As a first step of insertion, the color image is transformed
from the RBG space to the YCbCr space and only the Y component is considered for fur-
ther processing. The Y image component is divided into an equal number of 8 x 8 blocks and
DCT is performed on each block. Since the center portion of the image is the focus of atten-
tion from the viewers’ point of view, the watermark will be embedded in the center quarter
of the image. Since only this 25% of the image area is used for watermarking, computa-
tional efficiency as well as overall image quality are increased. Furthermore, if attackers try
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to remove/destroy the watermark for this center portion, then the image quality will degrade.
However, special care has to be taken when embedding a watermark in this center region,
and any significant change in the host image at this region due to the watermark can degrade
the quality of the image or make the viewer aware of the presence of watermarks.

The selection of suitable DCT coefficients for watermarking is very important. The low
frequency coefficients contain much of the signal energy, and the human eye is also more
sensitive to these frequencies as compared to high frequency coefficients. On the other hand,
the high frequency coefficients contain edge information and details. Any change in low
frequency coefficients due to watermarking may degrade the quality of the image and the
watermark implemented in high frequency coefficients may be easily altered by attacks (in-
tentional or unintentional) such as data compression, low pass filtering, and sub-sampling.
Hence, it is best to select mid frequencies for watermark insertion to maintain the robust-
ness to attacks and the quality of the watermarked image. Keeping this in mind, four mid-
frequency coefficients are chosen as Cy 1 , C3,2 , C2 3, and C1 4 (in Fig. 3 they are labeled
19, 18, 17 and 16) from each block in the center quarter of the image [4,17,35]. Through
these coefficients, a vector R of size K is generated where K is the number of 8 x8 blocks
in the center quarter of the image:

R= {Tl,i7 72,0y T3,iyTdyiy " »T1,KsT2, K T3, Ky " 7r4,K}7 (1)

where 7z 4 is the coefficient of the selected block y.

DC Coefficient

Low Frequency
Coefficient

Mid Frequency
Coefficient

High Frequency
Coefficient

Fig. 3 DCT coefficient numbering scheme for an 8 x8 block.

A pseudo random sequence is chosen from 1000 pseudo random sequences of size 4 x K
and is then used as the watermark represented as:

A:{a17a27a37”' 7a4><K}7 (2)

where every element is of zero mean and unit variance. The watermark A is to be inserted
into the DCT coefficients of the image of vector R according to:

i =1 +o || ag, 3)
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fori =1,2,--- ,4x K and « is a scaling constant, which is used to determine the watermark
strength. Small values of o can make the watermark vulnerable to modification and also
make it difficult to extract and detect during the detection/extraction stage. Similarly, large
values of o can make the watermark visible. So an optimum choice of this scaling constant
is necessary [22]. This process forms a new vector R given by:

’ ror ’
R = {T17T2,T3,”‘ 7T4><K}a (4)

which is of the same size as vector R. These new values of R are reinserted into the DCT
coefficients of the corresponding blocks, and then the block-wise inverse discrete cosine
transform (IDCT) is applied. This gives the modified Y’ component in the spatial domain.
The Cb and Cr components of the host image are then concatenated with Y in order to
obtain the color image. This image is finally converted to the RGB space, and the resulting
image is the watermarked image, O'.The complete insertion and detection insertion process
is shown in Fig. 4.

I Read the Color Image |

v

| RGB to YCbCr |

v

| Splitinto Y, Cb, Cr Frames |

y
I 8 x 8 DCT of Y-frames |
Coefficients elected from
the center quarter
Y
IWaterrnarking Embedding
y
IDCT after Reinsertion
of the Coefficients

Y
Ii'ﬂ Concatenation of Y, Cb, Cr
Cb, Cr frames Fiies

y
| YcbCr to RGB |

Y
|  Watermarked Color Image |

Ran

dom Sequence)

Y

Fig. 4 Proposed watermark insertion algorithm.

4.2 Detection Algorithm

The essence of the blind algorithm is the non-availability of original image information at
the detector side. This implies that when detecting for the presence of the watermark, no
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information about the original image is used at any stage. This overcomes security issues,
minimizes the memory size, extra circuitry, and delay for hardware implementation. Dur-
ing the watermarking process, the original Y CbCr has been converted to Y *CbCr. There
may be some corruption, noise, and distortion that could happen to the watermarked image
due to transmission, attacks, and processing of the image. So this Y’ CbCr image (or O/) is
changed to image Y*CbCr (or O*). The DCT of O* is then taken in a block-by-block man-
ner where the block size is 8. The central quarter of the image is identified in order to extract
the coefficients from which the watermark will be extracted. The same mid frequency coef-
ficients have to be selected that have been considered in the watermark insertion process, as
these sets of coefficients give information about the presence of watermark. From the chosen
coefficients, a vector R* of size 4 x K is generated in order to provide information:

R*:{TT,T;,’I";,‘“ 77AZ><K}' (5)

To determine the presence of a watermark in image O, a correlation coefficient o is derived
according to the watermark A, which is inserted into the DCT coefficient of the image
of vector R in Eqn. 3. The correlation coefficient o is defined to compute the correlation
between the extracted coefficients R* and the watermark A itself using the formula:

K
AR* *
o= % :E a;r; . 6)
=1

The ideal situation where the watermark is not corrupted occurs when:
’
ri =ri=ritalr|, (M

where X is the vector of DCT coefficients. In that case, the correlation o will be:

K
Zriai +a|r| zia;. ®)

=1

_ 1 _
O’—K—

When A and X are matched the correlation o will be:

K
UZ%ZZriai+a|ri|a?. )
i=1

Assuming zero means of the vectors r;’s and x;’s, u equals apr| when A = X; otherwise,
w1 equals 0. A threshold Ths is defined so that by comparing the calculated o with this
threshold T'hs, it is possible to determine the presence or absence of a watermark. In order to
test the robustness of the proposed algorithm and increase the threshold, different values of
threshold are selected. Starting from the value 2.0 proposed in [36], a trial and error method
was followed by trying values of 1.8, 1.6, 1.4, 1.2, 1.0, and 0.8. The value 1.2 gives the
best results over all test images considered. Thus, the threshold value has correspondingly
increased to make the algorithm more immune to noise and at the same time less probable
of making the wrong decision than the algorithm in [36]. This threshold is determined using
the following expression:

K
o j: *
Thg—m.l"rl|. (10)
i=

The decision is made based on the following: If ¢ > Th, then a watermark is present and
if o < The then a watermark is absent. This helps to make decisions about the authenticity
of the image. The overall algorithm flow for watermark detection is presented in Fig. 5.
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/Watermarked/ Corruptioy
Color Image
Y

| RGB to YCbCr |

Coefficients Selected from
Center Blocks

| Splitinto Y, Cb, Cr frames |

| 8x8DCT of Y- frames |

Watermark Presenf> <No watermark Presen

Fig. 5 Proposed watermark detection algorithm.

5 Experimental Results

The main objective of this paper is to determine robustness improvement without any loss
in image quality. For this, the watermarking algorithm is implemented in MATLAB®and
Simulink®. Implementing the algorithm in MATLAB®gives a better understanding of the
low-level implementation while the Simulink®model provides a top-level functional and
data-flow visualization, suitable for hardware implementation. Extensive testing of the pro-
posed algorithm for several test images is done and the details are shown in this section.

5.1 Test of insertion and quality assurance

Several different images are selected randomly from a large set of images in Joint Picture
Expert Graphics (.jpg) and Portable Network Graphics (.png) formats. The proposed invis-
ible watermarking insertion algorithm is tested for this set of images as described below.
The performance of the proposed algorithm increases with the size of the images. It can be
seen from the results that the visual quality of the image is maintained so that the change
in the image quality before and after watermarking cannot be perceived by the human eye.
Selected results are presented in Figs. 6, 7, 8,9, 10, 11, 12, 13, 14, 15, and 16.

5.2 Graphs of RMSE, PSNR, and SSIM vs. a

As discussed in the previous section, “a” dictates the perceived quality and strength of
the watermark in the watermarked image. Thus, to measure the robustness and invisibility
of the watermark, three performance measures are considered: the Root Mean Square Er-
ror (RMSE), the Peak Signal-to-Noise ratio (PSNR), and the Structural SIMilarity (SSIM).
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(a) Cover Image (b) Watermarked (o« = 0.2) (c) Watermarked (o = 0.65)

Fig. 6 Watermarking of “Lena” (512x512).

(a) Cover Image (b) Watermarked (o = 0.2)

Fig. 7 Watermarking of “Baboon” (225 x225).

m_ i

(a) Cover Image

Fig. 8 Watermarking of “Pepper” (512x512).
e STy
1. —

(a) Cover Image (b) Watermarked (o« = 0.2) (c) Watermarked (o« = 0.65)

Fig. 9 Watermarking of “F16” (512x512).
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(a) Cover Image (b) Watermarked (o« = 0.2)

Fig. 10 Watermarking of “Forest” (256x256).

(a) Cover Image (b) Watermarked (o« = 0.2)

Fig. 11 Watermarking of “Wallpaper” (128 x 128).

(a) Cover Image (b) Watermarked (o« = 0.2)

Fig. 12 Watermarking of “Squirrel” (256 X 256).

(c) Watermarked (o« = 0.65)

(c) Watermarked (o« = 0.65)

(c) Watermarked (o« = 0.65)

(a) Cover Image (b) Watermarked (o« = 0.2)

Fig. 13 Watermarking of “Bear” (256x256).

(c) Watermarked (o = 0.65)
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oy

(a) Cover Image (b) Watermarked (o = 0.2)

Fig. 14 Watermarking of Google Map Image (256 x256).

(a) Cover Image (b) Watermarked (oo = 0.2)

Fig. 15 Watermarking of “Resort” (256 x256).

(a) Cover Image (b) Watermarked (o = 0.2) (c) Watermarked (o« = 0.65)

Fig. 16 Watermarking of “Ice Climb” (512x512).

RMSE compares the extracted watermark O’ to that of the stored original image O of size
m X n and is given by the following expression:

1
RMSE = 1 0, 5) = O'(i4) |I* - an

1M

1 m—1

J

PSNR is the ratio between the maximum possible energy of O (Emqz) and the power of the
corrupted image O’ from watermarking and is given by the following expression:

PSNR = 20log;, (%) . (12)

SSIM aims to measure image resolution and viewing condition. Cover images are used
as references and then the similarity between the watermarked images and references is
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measured. SSIM correlates with human perception: luminance, contrast, and structure [37]:
SS[M(ivj):LI,J(i7j)CI,J(i7j)SI,J(i:j)7 (13)

where L,C and S are the luminance, contrast, and structure, respectively, of the watermarked
image. In these calculations, the value of « varies in the range [0.2 , 0.65]. Table 2, Table 3,
and Table 4 show the RMSE, PSNR, and SSIM values obtained from MATLAB®for differ-
ent values of «. From the results given in these three tables, it can be seen that the value for
PSNR is maintained above 41.81 dB for all cases. As the visual quality of the watermarked
images improves with larger values of PSNR, this result shows that the proposed algorithm
maintains the quality of the watermarked images so that it is impossible for the human eye
to visually detect the presence of any watermark in it. Higher values of PSNR also show
how robust the algorithm is to different types of attack. For example the average PSNR for
the “Pepper” image is 53.80 dB, which is the highest among all. The average of SSIM for
the “Pepper” image is also the highest among all. This implies that the “Pepper” image is
more robust with respect to noise.

Table 2 RMSE values of the analyzed images from MATLAB®simulations.

[ a [02 [025] 03 ] 035 04 ] 045 ] 05 | 055 | 0.6 | 0.65

Lena 058 | 0.71 | 0.84 | 096 | 1.07 | 1.18 | 1.29 | 1.38 | 1.48 | 1.56
Baboon 037 | 046 | 0.55 | 064 | 0.73 | 0.82 | 090 | 098 | 1.07 | 1.14
Pepper 027 | 034 | 040 | 047 | 053 | 059 | 0.65 | 0.70 | 0.76 | 0.81

F-16 052 | 0.65 | 0.77 | 0.89 | 1.00 | 1.11 | 1.21 | 1.31 | 1.40 | 1.48
Forest 054 | 0.67 | 0.81 | 093 | 1.06 | 1.18 | 1.30 | 1.42 | 1.53 | 1.63

Wallpaper 047 | 058 | 0.70 | 0.81 | 092 | 1.04 | 1.14 | 1.26 | 1.36 | 1.47
Squarrel 039 | 049 | 0.59 | 068 | 0.77 | 0.86 | 094 | 1.02 | 1.09 | 1.17

Bear 077 | 095 | 1.13 | 1.29 | 1.44 | 1.58 | 1.71 | 1.84 | 1.96 | 2.07
Google Map | 0.71 | 0.87 | 1.03 | 1.18 | 1.33 | 1.47 | 1.61 | 1.73 | 1.85 | 1.96
Resort 057 | 071 | 0.85 | 099 | 1.12 | 1.25 | 1.37 | 149 | 1.60 | 1.71

Ice Climb 034 | 042 | 051 | 059 | 0.66 | 0.74 | 0.80 | 0.87 | 0.93 | 0.99

Table 3 PSNR values of the analyzed images from MATLAB®implementation.

| o [ 02 [ 025 | 03 | 035 | 04 | 045 | 05 | 055 | 0.6 | 065 |

Lena 5290 | SI1.11 | 49.69 | 4851 | 47.51 | 46.67 | 4595 | 4531 | 4475 | 44.25
Baboon 56.71 | 54.89 | 53.32 | 52.02 | 50.55 | 49.89 | 49.04 | 48.27 | 47.55 | 46.97
Pepper 59.53 | 57.61 | 56.09 | 54.78 | 53.69 | 52.73 | 51.92 | 51.18 | 50.52 | 49.94

F-16 53.81 | 51.90 | 50.38 | 49.14 | 48.09 | 47.23 | 46.48 | 45.81 | 45.23 | 44.73
Forest 53.41 | 51.55 | 49.73 | 48.73 | 47.63 | 46.69 | 45.83 | 45.10 | 44.44 | 43.87

Wallpaper 54.63 | 52.83 | 51.27 | 49.98 | 48.85 | 47.81 | 46.96 | 46.14 | 45.44 | 44718
Squarrel 56.20 | 54.29 | 52.78 | 51.45 | 50.37 | 49.42 | 48.67 | 4798 | 47.36 | 46.79

Bear 5037 | 4855 | 47.09 | 4594 | 4494 | 44.14 | 4345 | 42.84 | 4230 | 41.81
Google Map | 51.11 | 49.32 | 47.87 | 46.66 | 45.65 | 44.77 | 44.02 | 43.35 | 42.79 | 42.28
Resort 5295 | 51.08 | 49.50 | 48.21 | 47.14 | 46.19 | 4538 | 44.67 | 44.04 | 43.49

Ice Climb 57.47 | 55.57 | 54.01 | 52.72 | 51.68 | 50.80 | 50.04 | 49.36 | 48.75 | 48.19

As mentioned, from Tables 2, 3, and 4, the average PSNR value for the “Pepper” image
is maximum, 53.80 dB. Similarly, the minimum value for average PSNR is for the “Bear”
image, which is 45.14 dB. The graphs of PSNR versus a, RMSE versus «, and SSIM versus
« for the “Pepper” and “Bear” images are shown in Fig. (17(a)), (17(b)), (18(a)), (18(b)),



16

Umar Albalawi et al.

Table 4 SSIM values of the analyzed images from MATLAB®implementation.

[ " [ 02 [ 025 ] 03 [ 035 ] 04 [ 045 | 05 [ 055 | 06 | 065 ]
Lena 0.9985 | 0.9984 | 0.9983 | 0.9981 | 0.9977 | 0.9977 | 0.9974 | 0.9971 | 0.9969 | 0.9965
Baboon 0.9954 | 0.9954 | 0.9953 | 0.9953 | 0.9952 | 0.9952 | 0.9951 | 0.9950 | 0.9950 | 0.9949
Pepper 0.9996 | 0.9996 | 0.9996 | 0.9996 | 0.9995 | 0.9995 | 0.9995 | 0.9994 | 0.9994 | 0.9994
F-16 0.9771 | 0.9770 | 0.9769 | 0.9768 | 0.9768 | 0.9766 | 0.9765 | 0.9763 | 0.9762 | 0.9760
Forest 0.9909 | 0.9909 | 0.9908 | 0.9907 | 0.9906 | 0.9905 | 0.9903 | 0.9902 | 0.9900 | 0.9899
Wallpaper 0.9544 | 0.9543 | 0.9541 | 0.9540 | 0.9538 | 0.9536 | 0.9532 | 0.9532 | 0.9529 | 0.9527
Squarrel 0.9602 | 0.9601 | 0.9600 | 0.9599 | 0.9597 | 0.9595 | 0.9594 | 0.9591 | 0.9589 | 0.9587
Bear 0.9442 | 09442 | 0.9441 | 0.9440 | 0.9439 | 0.9437 | 0.9435 | 0.9434 | 0.9432 | 0.9430
Google Map | 0.9994 | 0.9991 | 0.9988 | 0.9984 | 0.9981 | 0.9977 | 0.9968 | 0.9963 | 0.9958 | 0.9952
Resort 0.9903 | 0.9902 | 0.9901 | 0.9900 | 0.9899 | 0.9897 | 0.9895 | 0.9894 | 0.9892 | 0.9889
Ice Climb 0.9774 | 09773 | 09771 | 0.9770 | 0.9768 | 0.9766 | 0.9764 | 0.9760 | 0.9757 | 0.9751

(19(a)), and (19(b)). All other images have the PSNR versus oo and RMSE versus « graphs

between these two extreme curves.

RMSE versus a

(a) Minimum for “Pepper” image

Fig. 17 RMSE vs. « curve.

5.3 Extraction Testing

RMSE versus o

(b) Maximum for “Bear” image

In this subsection, the detector’s responses for different watermarked images are shown. For
all the watermarked images, 1000 different seed values are tested and the responses to each
of these 1000 seed values are tested. If the detector response exceeds the threshold then it
means that the detector has detected the presence of a watermark in the image. However, it
does not necessarily mean that the image has a watermark. This could be a false positive,
which depends on the seed value for which the detector response exceeds that threshold. If
the detector response exceeds the threshold at a seed value that is chosen for watermarking
in the insertion process then it means that it is a true positive. If the response exceeds the
threshold at any other seed value then it means a false positive. It is thus desired to have
a sudden peak value (exceeding the threshold) at the desired value and low values at all

other seed values. The detector response for minimum PSNR image

(for example the “Bear”

image) is shown in Figs. (20(a)) and (20(b)) for different values of .
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(a) Maximum for “Pepper” image

Fig. 18 PSNR vs. « curve.
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Fig. 19 SSIM vs. o curve.
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Fig. 20 Detector’s response for the “Bear” image.
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As expected, with higher values of the scaling factor « there is a sharp increase in the
detector’s response at a particular seed value. In this case, the percentage increase in the
detector’s response is 192%. This increase comes at the expense of reduced PSNR of the
image i.e., there is a decrease of 83.6% in the PSNR value, which implies that the signal
quality is reduced. This also illustrates the importance of choosing an optimum value of «
to trade off between robustness and detectability of the watermark with image quality. The
results suggest that the proposed watermarking algorithm is effective and gives very low
false positives and false negatives.

5.4 Estimation of the Embedding Capacity

The estimation of embedding capacity is the process of finding the size of the largest water-
mark capacity that can be embedded into images. It is one of the most important issues in
invisible watermarking. There are potentially many different techniques to estimate the em-
bedding capacity such as multi-pass embedding capacity and Human visual system (HVS).
Because the multi-pass embedding capacity requires additional memory [38], HVS is used
in this work to quantify the embedding capacity by calculating the perceptual metric in
CIELAB [39] to find the color difference between the host images and the watermarked im-
ages. From the definition of CIE L*a*b* or CIELAB, L7, af, b refers to the host image and
L3,,a3,,b%, to the corresponding watermarked images. The total difference of color, which is
considered as the tolerance of a color [40], is determined by the following:

Atotal® = /AL*2 + Aa*2 + Ab*2, (14)

where AL*, Aa*, and Ab* are the color differences for each color channel R, G, and B
respectively. By separating these channels of the host image O, and transforming them into
AL*,Aa*, and Ab*, the algorithm separately calculates the color difference of each channel
as follows:

AL* = Ly, — L} (15)
Ad” = ay, —a}; (16)
Ab* = by, — b a7

From Eqn. 14, the estimation of the watermark embedding capacity will be the total capacity
of colors of an image. For brevity, three host images with different sizes were selected and
their corresponding watermarked images with value of @ = 0.45 were used to estimate
the embedding capacity. Since the proposed scheme considers just the center quarter of the
host image, which is chosen based on the perceptually important region, the focus is in the
center quarter of the image to estimate the embedding capacity. Table 5 demonstrates the
estimation of embedding capacity. The proposed scheme considers the center quarter of a
host image, which provides several advantages in term of robustness and high performance,
but at the same time the embedding capacity will be reduced because focusing just in the
important region will degrade the image quality and some information will be lost.

5.5 Testing with Different Attacks

This subsection analyzes the detector’s response when the watermarked images are sub-
jected to different types of attacks. This reveals how robust the watermarking algorithm is. If
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Table 5 Estimation of the embedding capacity

Host Image Size of Watermarked Dimensions of Embedding Capacity of
Image (KB) Important Region | the Center Quarter (bits)
F16 36 128 x 128 432817
512 x 512 (37.5KB)
Bear 11.6 64x 64 309231
256 x 256 (19.4KB)
Wallpaper 4.22 32x 32 270883
128 x 128 (6KB)

the watermark can be extracted from the attacked, corrupted, and/or modified watermarked
image then the watermark is said to have survived, otherwise it has not survived. However,
the extracted watermark will be degraded due to such attacks. The watermarked images have
been tampered with the build-in functions of the software package ImageMagick®[41]. The
attacks that have been tested for this experiment are the following: (1) JPEG compression
(2) Sharpen (3) Pixelize, and (4) Noise.

5.5.1 Attack 1: JPEG compression

JPEG compression is a widely used algorithm for image compression and is considered an
unintentional attack. Various Quality Factors (QF = 75%, 50%, 25% and 10%) are used
to compress the watermarked image (shown only for the “Bear” image), and the resulting
images are shown in Figs. (21(a)), (21(b)), and (21(c)). The resulting images are then tested
for watermark extraction, and Table (6) shows the results. The results show that if higher
values of « are used for embedding, then the watermark can resist higher levels of JPEG
compression.

(a) QF=10, o = 0.2 (b) QF=50, a = 0.2 (c) QF=25, o = 0.65

Fig. 21 Compressed watermarked image.

Table 6 JPEG Compression result with different QF and o

[ Tampering Operation [ a=0.2 [ a=065 |
JPEG Compression, QF 10% Not recognized | Not recognized
JPEG Compression, QF 25% | Not recognized Survived
JPEG Compression, QF 50% Survived Survived
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Fig. 22 Detector’s response.

5.5.2 Attack 2: Sharpening

The watermarked images are seen to be robust against the sharpening filter. After applying
100% sharpening then compressing the image by a 25% quality factor, the detector is able
to detect the presence of the watermark distinctly. Figs. (23(b)), (23(c)), (24(b)), and (24(c))
show the 100% sharpened images along with the watermarked images and the detector’s
response.

"R

m W mk e w0 W0 O WG kS o

(a) Watermarked image (b) 100% Sharpened (QF=25) (c) Detector’s response (QF=25,
100% sharpening)

Fig. 23 Sharpened watermarked “Bear” image.

5.5.3 Attack 3: Pixelize

The watermarked images are pixelized in the size of 2 x 2 and 3 x 3 and then compressed
with different QF. Figs. (25(b)), and (25(c)) show the pixelated images along with the wa-
termarked image and the detector’s response. The results for pixelization attacks are given
in Table (7). The results show that the algorithm is robust with respect to pixelization and
larger size pictures are more tolerant to pixelization effects.
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(a) Watermarked image (b) 100% Sharpened (QF=25) (c) Detector’s response (QF=25,
100% sharpening)

Fig. 24 Sharpened Watermarked “Wallpaper” image.
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(a) Wallpaper image (b) 2x2 Pixelate (QF=25) (c) Detector’s response (QF=25,

100% sharpening)

Fig. 25 Pixelated watermarked image.

Table 7 Pixelization of different images with different QF.

Tampering Operation Wallpaper Image | Bear Image | Ice Climb Image
(128x128) (256x256) (512x512)
2x2 Pixelise, JPEG Compression, QF 25% Survived Survived Survived
3x3 Pixelise, JPEG Compression, QF 90% Too noisy Too noisy Survived

5.5.4 Attack 4: Noise

Gaussian noise is inserted into the image in different amounts and then the image is com-
pressed with different QF. Figs. (26(b)), and (26(c)) show the watermarked image affected
by noise and the corresponding detector’s response. The effect of noise on the images is
given in Table (8). From the table it is inferred that larger size images are more resistant to
noise.

5.5.5 Attack 5: Geometric Distortions

Geometric distortion is an important concern in testing the robustness of the watermarking
algorithm for copyright protection of digital images. Resizing, rotation, and cropping are
considered to be the most common attacks in this class. The robustness of the algorithm was
tested against the resize attack. The standard test image Lena of size 512x512 is considered,
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(a) Wallpaper image (b) 40% noise added (QF=25) (c) Detector’s response (QF=25,
40% Noise)

Fig. 26 Noise added to watermarked image.

Table 8 Noise on different images with different QF.

Tampering Operation Wallpaper Image | Bear Image | Ice Climb Image
(128x128) (256x256) (512x512)
25% Noise, JPEG Compression, QF 25% Survived Survived Survived
35% Noise, JPEG Compression, QF 90% Too noisy Survived Survived
40% Noise, JPEG Compression, QF 25% Too noisy Noisy Survived

then the watermarked image was resized to a new size of 500x 500, 490x490, and 480x480,
and compressed with different QF. Figs. (27(a)), (27(b)), and (27(c)) show the resized water-
marked images along with the detector’s responses. Table (9) shows the results. The results
prove that the algorithm is robust with respect to higher vales of «. The main advantage of
using the blind algorithm is non-availability of original image information at the detector.
After applying the geometric distortions, if the watermark can be extracted it means that a
watermark is present, otherwise it means the watermark is not recognized. Frequency do-
main watermarking is more widely used for copyright protection due to its robustness. The
following geometric attacks can be addressed using DCT watermarking using the techniques
discussed above. Part of the rows of any watermarked image is mostly removed in cropping.
The width of the column can be considered with a width of 8 pixel and the watermarked
image can be divided into different groups of information.

(a) Watermarked image, resized (b) Detector’s response (a=0.2, (c) Detector’s response (a=0.65,
to 480x 480, JPEG compression QF=25, 480x480 resizing) QF=50, 480x480 resizing)

Fig. 27 Resizing the watermarked “Lena” Image.
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Table 9 Resizing Watermarked “Lena” Image with different QF.

[ Tampering Operation [ o [ QF [ Lena512X512 | PSNR |
Resize to 500 <500, JPEG Compression 0.2 25% Survived 51.23
0.65 | 50% Survived 42.88
Resize to 490 <490, JPEG Compression 0.2 25% | Notrecognized | 49.03
0.65 | 50% Survived 42.31
Resize to 480x480, JPEG Compression 0.2 25% | Notrecognized | 48.93
0.65 | 50% Survived 42.54

A combination of rotation and cropping attack is used to test the robustness of the algo-
rithm against geometric distortions. Applying different angles in the rotational process then
cropping the images, the detector is able to detect the presence of the watermark in images
with larger size, which are more resistant to rotation and cropping, as demonstrated in Table
(10) and Figs. (28(a)), (28(b)), (28(¢),(29(a),(29(b)and (29(c)).

i

(a) Watermarked image with 90° (b) Watermarked image with 90° (c) Detector’s response (a=0.65,
rotation rotation, cropping) 90° rotation, cropping)

Fig. 28 Rotation and cropping of the watermarked “Bear” image.

(a) Watermarked image with 30° (b) Watermarked image with 30° (c) Detector’s response (a=0.65,
rotation rotation, cropping) 30° rotation, cropping)

Fig. 29 Rotation and cropping of the watermarked “Ice Climb” image.



24 Umar Albalawi et al.

Table 10 Rotation and cropping on different images with different angles.

Tampering Operation Wallpaper Image Bear Image Ice Climb Image
(128x128) (256 %256) (512x512)
30° rotation, with cropping Not recognized Not recognized Survived
90° rotation, with cropping Not recognized Survived Survived

5.5.6 Attack 6: Collage Attack

Collage attack is considered to be a substitution or counterfeiting attack. It takes advantage
of the vulnerability of embedding the watermark independently into a local region of the
image with the same mark. An attacker forges a falsified image using parts of a group of
images protected by the same authenticator using the same mark. The study in [42] proves
the possibility of collage attack even when a logo is not known by using a larger number
of images watermarked with the same key and logo to create a new image while preserving
their relative spatial location within the image. However the proposed scheme independently
embeds the watermark in each block, so the proposed algorithm can effectively resist collage
attacks due to the following:

1. Pseudo random noise is used as mark, which is changed for every image. So, no logo
can be used to figure out the relative spatial location within a large number of images.

2. The algorithm analyzes five important aspects, as reported in Section 6, for computation
of the perceptually important region. Thus, this partial region is selected based on the
image and it means that it is different from image to image.

5.6 Comparison with prior works

There is a substantial body of literature available on watermarking. This subsection provides
a comparison of the proposed watermarking insertion algorithm to other currently used al-
gorithms. The results ares shown in Table 11. As can be seen from the Table, the proposed
algorithm gives higher PSNR when there are no attacks on the watermarked images. From
the previous results, it also reveals that the proposed watermark algorithm is robust to most
image attacks, including noise.

Table 11 PSNR values for different watermarking algorithm.

[ S.No. | Algorithm PSNR
Image adaptive watermarking [28] 40.054 dB
2 Image adaptive watermarking creation [25] 45 dB
Image adaptive watermarking creation [43] 35.17dB
3 Zerotree of wavelet [23] 44.18 dB
4 9/7 biorthogonal wavelet lifting [26] 36.44 dB
5 Robustness of DCT-based watermarking against JPEG compression [44] 34 dB
6 DCT-based watermarking using inter-block coefficient correlation [45] 41.78 dB
7 Metric-based fitness function for robust watermarking [46] > 41.63 dB
8

Proposed Algorithm

> 41.81 dB (in case of code simulation)
> 44.37 dB (in case of Simulink®model)
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6 Proposed Watermarking Architecture and Simulink®based Simulations

A system-level architecture for the proposed watermarking algorithm is illustrated in Fig.
(30). The block shown in the dotted line finds the region where the watermarking needs to be
done. Thus, the five important aspects of (1) the center quarter, (2) edginess, (3) texture, (4)
contrast, and (5) intensity, are analyzed to find the important region. Indeed, we try to insert
the watermark in those areas which are a bit dark. This allows us to hide more information
without affecting the quality, and avoid the area where there is drastic change in the color
component. The important region varies on an image based on the above factors. This means
it is different from one image to another which makes the proposed architecture effectively
resist collage attack.

Image —»{ DCT |
| Computation of Perceptually Important Region

i[Finding Center Quarted|Edginess||C0ntrast||Texture|IIntensity|E<—| Controller |
1 \ [ [ [ \ :

|Visually important regionf<¢——————————— v
Output %<—|Pseudo Random Noise |

Watermarked
Image <+ |Watermark Embedding|

Fig. 30 System Level Architecture of the Proposed Watermarking Algorithm.

6.1 Watermark Insertion Unit

The insertion unit is composed of several sub-modules: a DCT module, a perceptual ana-
lyzer, a scale factor, and the insertion module. The DCT module calculates the DCT co-
efficients of the host image. The controller manages the operation schedules of all other
modules and the data flow of the unit. Fig. (31) illustrates the watermark insertion unit.

6.2 Discrete Cosine Transformation (DCT) Unit

The DCT module calculates the DCT coefficients of the image, as shown in Fig. (32). The
algorithm splits the image into Y, Cb, and Cr frames, then considers just the Y frame in
blocks of size 8 x 8. A buffer is used to assist in finding the transpose of the 1D row DCT
[47].

6.3 MATLAB®/Simulink®Based Modeling

Experimental simulations are performed to perform a comparative analysis of the proposed
algorithm with previously published results. The proposed algorithm is implemented as a
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| DCT Module | Row and Column +Buffer
v Address Decoder
| Perceptual Analyzer |
| Scale Factor Module |« | Controller Module |
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Fig. 31 Watermark Insertion Unit.
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Fig. 32 Discrete Cosine Transformation (DCT) Unit.

fast prototype in MATLAB®/ Simulink® Version 8.3 (R2014a), with the Computer Vision
System Toolbox Version 9.7 [47]. The insertion and extraction modules are shown in Fig. 33
and Fig. 34, respectively. The methodology for this high level system modeling is bottom-
up. The first step is building function units, then integrating these units into sub-systems,
and finally verifying overall system functionality. MATLAB®/Simulink® offers image pro-
cessing functions and modules that facilitate fast prototyping. Another advantage of using
MATLAB®/Simulink® is the availability of function units such as DCT/IDCT, and block
processing. In addition, the system-level modeling is accomplished using different modules
such as color conversion, and DCT domain compression.

Table 12 and Table 13 show the RMSE and PSNR values for different values of o ob-

tained from Simulink®. From the results it can be seen that the value for PSNR is main-
tained above 44.37 dB for all cases, which closely matches that of 41.81 dB obtained from
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Fig. 34 Watermark detection algorithm implemented in Simulink®.
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MATLAB®previously. Similarly, the average PSNR for the “Pepper” image is 54.35 dB,
which is the highest of all images.

Table 12 RMSE values of the analyzed images from Simulink®.

| a [02 [ 025 03 | 035 ] 04 [ 045 ] 05 [ 055 ] 0.6 [ 0.65 |

Lena 0.50 | 0.56 .62 | 069 | 076 | 0.83 | 0.89 | 096 | 1.03 | 1.09
Baboon 046 | 050 | 0.55 | 0.60 | 0.66 | 0.71 | 0.77 | 0.82 | 0.88 | 0.93
Pepper 039 | 041 | 043 | 045 | 0.48 | 0.50 | 0.53 | 0.56 | 0.58 | 0.61

F-16 043 | 047 | 0.51 | 056 | 0.61 | 0.66 | 0.71 | 0.76 | 0.81 | 0.86
Forest 053 | 0.61 | 0.70 | 0.77 | 0.85 | 0.94 | 1.02 | 1.10 | 1.19 | 1.28

Wallpaper 0.48 | 0.55 | 0.60 | 0.68 | 0.74 | 0.80 | 0.88 | 0.93 | 1.01 | 1.08
Squarrel 045 | 049 | 053 | 058 | 0.63 | 0.68 | 0.73 | 0.79 | 0.84 | 0.89

Bear 062 | 073 | 0.84 | 095 | 1.05 | 1.16 | 1.26 | 1.36 | 1.45 | 1.54
Google Map | 0.61 | 0.71 | 0.81 | 091 | 1.01 | 1.10 | 1.20 | 1.29 | 1.38 | 1.47
Resort 054 | 062 | 0.71 | 0.79 | 0.88 | 096 | 1.05 | 1.13 | 1.21 | 1.28

Ice Climb 0.40 | 043 | 045 | 048 | 0.51 | 055 | 059 | 0.62 | 0.66 | 0.70

Table 13 PSNR values of the analyzed images from Simulink®.

| o [ 02 [ 025 | 03 | 035 | 04 | 045 | 05 | 055 | 0.6 | 065 |

Lena 5421 | 53.19 | 5222 | 51.34 | 50.52 | 49.79 | 49.12 | 485 | 4791 | 47.39
Baboon 5495 | 54.13 | 5329 | 525 51.8 | 51.09 | 5042 | 49.83 | 4791 | 48.76
Pepper 56.25 | 55.87 | 55.46 | 55.02 | 54.57 | 54.11 | 53.67 | 53.24 | 52.85 | 52.46

F-16 5542 | 54.67 | 539 | 53.15 | 5246 | 51.77 | 51.13 | 50.54 | 49.97 | 49.44
Forest 53.64 | 52.46 | 51.39 | 5041 | 49.54 | 48.73 | 47.97 | 47.28 | 46.62 | 46.02

Wallpaper 5456 | 534 | 52.52 | 51.63 | 50.78 | 50.02 | 49.27 | 48.72 | 48.09 | 47.56
Squarrel 55.16 | 5439 | 53.62 | 52.88 | 52.13 | 51.46 | 50.81 | 50.23 | 49.69 | 49.17

Bear 5223 | 50.86 | 49.66 | 48.59 | 47.67 | 46.85 | 46.11 | 4548 | 44.89 | 44.37
Google Map | 52.34 | 51.05 | 49.96 | 48.95 | 48.08 | 47.28 | 46.53 | 459 | 4534 | 4481
Resort 53.45 | 5223 | 51.13 | 50.15 | 49.25 | 4845 | 47.73 | 47.08 | 46.51 | 4597

Ice Climb 56.03 | 55.55 | 55.02 | 54.48 539 | 5332 | 52.77 | 5225 | 51.77 | 51.28

From Tables 12 and 13, it can be seen that the average PSNR value for the ‘“Pepper”
image is maximum at 54.35 dB. Similarly, the minimum value for the average PSNR is for
the “Bear” image, at 47.67 dB. The Simulink® results match very closely the MATLAB®
results, which confirms that the proposed architecture can be used for hardware implemen-
tation. From Simulink®results, the graphs of PSNR versus o and RMSE versus « for the
“Pepper” and “Bear” images are shown in Figs. 35(a), 35(b), 36(a), and 36(b).

6.4 Comparison of DCT vs DWT

In this subsection, we implement the same system by replacing the DCT in Simulink®with
the DWT block and present a comparison of DCT vs. DWT performance of the algorithm.
Higher picture quality and higher compression ratios are the main advantages of using the
DWT instaed of the DCT [48]. Analysis of images or signals, according to resolution is al-
lowed in wavelet functions. An image in the DWT domain is represented as a sum of wavelet
functions, known as wavelets with different scale and location. The data is represented as a
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Fig. 36 PSNR vs. a curve.

set of low pass (approximate) and high pass (detailed) coefficients [49]. The detailed coeffi-
cients are the output of the high pass filter and the approximate coefficients are the output of
the low pass filter. This procedure is called one dimensional (1-D) DWT. In the 2-D DWT
case, the input is passed through high pass and low pass filters in two directions, both rows
and columns. The obtained output is a set of four coefficients HH, LH, HL, LL. The transfor-
mation in a column is represented by the second letter and the row transform is represented
by the first letter. ‘L’ represents low pass filter and "H’ represents high pass filter. ‘LH’ rep-
resents the high pass signal at the column and low pass signal at the row. The horizontal
elements are present in ‘LH’. HH and HL, similarly, contain diagonal and vertical elements
[50]. To summarize the procedure of DWT:

1. Perform low pass filtering and high pass filtering.

2. Obtain the detail and approximation coefficients.

3. Approximate coefficients are separated as HH, HL, LH and LL coefficients.

4. Except for the LL coefficients, all the other coefficients are discarded. Then the ‘LL’
coefficients are transformed into the second level.

5. Then the coefficients are divided by a constant scaling factor.

6. As a final step, the data is padded with zeros and rescaled and passed through a Wavelet
filter.
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For brevity only two images, with the highest and lowest values of PSNR and RMSE,
are presented here. The results from different transform coding techniques, Discreet Wavelet
Transform and Discreet Cosine Transform, are compared in Figs. 37(a), 37(b), 38(a), and
38(b). DWT gives slightly higher quality, however DWT is more complicated than DCT and
hardware implementation is much more involved. To reduce this hardware complexity and
meet future requirement of low power design, we preferred to use DCT.

DCT & DWT

—e—DwT
—A—pcT

DCT vs DWT

0.6
=
055 DCT

PSNR

025 03 035 04 045 05 055 06

(a) RMSE vs. a curve

Fig. 37 Pepper image.
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Fig. 38 Bear image.

(b) PSNR vs. « curve.

7 Conclusions and Directions for Future Research

An effective invisible robust blind watermarking technique for copyright protection has been
presented in this paper where the watermarking is inserted in color images in their lumi-
nance (Y) component. In order to make the watermarking algorithm robust to attacks, the
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watermark is inserted in the mid frequencies. Analyzing the results, it is clear that the pro-
posed watermarking algorithm is invisible for the obtained PSNR values. Comparing with
other watermarking schemes, the PSNR values obtained under no attack conditions in the
proposed algorithm are much higher than the PSNRs obtained by image adaptive water-
marking [28] (40.054 dB), image adaptive watermark creation [43] (35.17 dB), zerotree of
wavelet [23] (44.18 dB), and 9/7 biorthogonal wavelet lifting [26] (36.44 dB). Exhaustive
tests conducted on nine different images prove the image quality and recognizability of the
extracted watermark under various types of attacks such as JPEG compression, sharpening,
pixelization and noise insertion. Furthermore, the results show that the effectiveness of the
proposed watermarking algorithm increases with the size of the host image. For future work,
power efficient versions of the algorithm along with a real-time implementation are under
progress. A VLSI architecture and chip for the proposed invisible robust blind watermarking
technique will be the next topic of investigation.
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