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Abstract—Structural obfuscation offers a means to effectively 

secure through obfuscation the contents of an intellectual 

property (IP) cores used in an electronic system-on-chip (SoC). In 

this work a novel structural obfuscation methodology for 

protecting a digital signal processor (DSP) IP core at the 

architectural synthesis design stage. The proposed approach 

specifically targets protection of IP cores that involve complex 

loops. Five different algorithmic level transformation techniques 

are employed: loop unrolling, loop invariant code motion, tree 

height reduction/increment, logic transformation and redundant 

operation removal. Each of these can yield camouflaged 

functionally equivalent designs. In addition, low cost obfuscated 

design is generated through proposed approach through the use 

of multi-stage algorithmic transformation and particle swarm 

optimization (PSO)-drive design space exploration (DSE). Results 

of proposed approach yielded an enhancement obfuscation of 22 

% and reduction in obfuscated design cost of 55 % compared to 

similar prior art.    
 

Index Terms—Digital signal processing (DSP) core, high-level 

transformation, IP protection, structural obfuscation 
 

I. INTRODUCTION 
YSTEM-ON-CHIP (SoC) integrated circuits as employed 
in today’s consumer electronic devices comprise of 

multiple major system modules such as memory (SRAM, 
Flash), custom processor/co-processor, A-to-D converter, DSP 
engines, A/V codecs, wireless modems, etc. Practically all 
modern consumer electronics devices ranging from smart 
phone, tablets, set-top box, smart TV, home gateways & 
routers, smart kitchen appliances and most recently smart-
speakers are based on SoC ICs. In such devices, the main 
requirements for IP cores within the SoC are to have an 
optimized silicon area, thus lowering the manufacturing cost, 
and to operate at low power.  
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Thus at the heart of every SoC is a DSP kernel which is an 
example of an IP core architecture that involves complex 
loops. Other CE architectures - e.g. camera pipelines, codecs, 
wireless modems, will share similar complex-loop structures. 
Future SoCs in CE devices are expected to perform 
sophisticated tasks such as browsing internet anywhere 
anytime on the globe, that would require usage of DSP 
engines most of the time [1] [2], [3], [4].   

Algorithmic synthesis automates the design process of a 
DSP IP and generates register-transfer level (RTL) hardware 
description language (HDL) that implements the DSP designs 
behavior [5], [6]. However the sophistication of today’s design 
tools that simplify algorithmic synthesis also provide 
sophisticated reverse engineering capabilities that enable the 
design of an IP core to be discerned with relative ease. Thus a 
significant emerging threat for IP core designers is piracy, 
where reverse engineering enables direct theft/copying of the 
IP for reuse without permission. It is most likely that the thief 
will ‘silently’ re-use the IP to save design/test cost [7].  

A typical attack scenario and its protection mechanism for 
DSP application is shown in Fig. 1. Thus, key to a successful 
DSP datapath design in a portable CE is security against 
threats such as reverse engineering [2], [8], [9], [10], [11], 
[12], [13], [14]. The present paper introduces a novel multi-
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Fig. 1. A thematic representation of secured DSP circuit via obfuscation 
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stage high-level transformation driven obfuscation for DSP 
IPs used in CE devices. 

The rest of this paper is organized as follows: In section II 
we elaborate novel contributions of this paper. Section III 
discusses the major related approaches, while Section IV 
describes our proposed low cost algorithmic (high-level) 
transformation (HLT) based obfuscation methodology. 
Demonstration of proposed approach is explained in Section 
V. Further, experimental results are presented in Section VI, 
followed by conclusion in Section VII. 

II. NOVEL CONTRIBUTIONS 
The key contributions of this paper are:  
 Novel obfuscation-based methodology at algorithmic 

(architectural) level of DSP architecture for loop-based 
control intensive applications. 

 Introducing the use of several loop-based high-level 
transformations to enhance the obfuscation complexity.  

 Methodological optimization to meet important design 
constraints such as hardware area, system latency and 
overall design cost. 

 Proposes obfuscation-based methodology for loop-
based control intensive applications which offers higher 
security in terms of Power of Obfuscation (PoO) than 
other similar approach. 

Threat Model: The proposed work enhances the reverse 
engineering complexity for an adversary during RTL 
synthesis by hiding the structure of an IP design. Hence, 
provide protection against IP piracy and Trojan insertion. 

III. RELATED PRIOR RESEARCH 
Consumer electronics literature has several works dealing 

with various aspects of digital signal processor [15], [16], 
[17]. They focus on different aspects of consumer electronics 
system characteristics such as energy efficiency, high 
performance, and area efficiency. However, they miss the 
critical axis of CE system (i.e. the “security and IP 
protection”); thus do not comprehensively addressing the 
critical CE design issues in the current social network driven 
era in which the cyber-security is a critical design axis.  

A. Obfuscation-based approach 
Obfuscation is the process of transforming an original 

application or design into its functionally equivalent form to 
make the reverse engineering process significantly more 
challenging [11]. Obfuscation of a DSP IP can be achieved in 
two ways: a) logic obfuscation, b) structural obfuscation. 
Logic obfuscation hides the implementation of the DSP design 
by inserting additional component into it. Unlike logic 
obfuscation structural obfuscation hides the functionality of 
the DSP design through transformations, randomized 
placement of logic elements [18]. An implementation of 
software-defined digital Video broadcast (DVB)-T2 modulator 
and DVB-H receiver and gateway based is performed based 
on DSP processor in [2] and [3] respectively. None of these 
approaches hide the functionality of the DSP IP to minimize 

reverse engineering attacks. However, the proposed approach 
obfuscates a DSP design through a series of high-level 
transformation techniques at low design cost. 
1) Source code-based obfuscation: To prevent an adversary 
from understanding the HDL code, the code is either 
transformed [19] into a more complex form or the source code 
is encrypted using some cryptographic techniques [20]. In 
[19], VHDL (Very High Speed Integrated Circuit Hardware 
Description Language) code obfuscation is performed using 
different transformation techniques which are harder to 
reverse engineer. In [20], encryption of the source code is 
achieved based on the Dead Code Insertion technique on a 
Crypter. However, in the proposed approach unlike [19] and 
[20] low-cost structural obfuscation of DSP design is achieved 
through multiple HTLs. 

2) Logic obfuscation: According to [21] logic obfuscation 
can be classified into two types: a) sequential, b) 
combinational. In sequential logic obfuscation, additional 
invalid or blocking states are inserted into the finite state 
machine (FSM) of a design [22] [23]. The FSM is constructed 
in such a way that the design executes properly and reaches a 
valid state if the correct key is applied. In combinational logic 
obfuscation additional XOR/XNOR gates are introduced into 
the circuit to protect the IP core [24] [25] [26] [27], [28]. All 
these key-based obfuscation techniques increase the chance of 
higher design overhead due to insertion of additional 
components. Furthermore, [22] [23] [24] [25] [26] do not 
apply any optimization technique to achieve low-cost 
functionally obfuscated design. On the contrary, proposed 
approach protects DSP design by employing multiple 
transformation-based structural obfuscation.  

3) Structural obfuscation: In [11], [29] structural obfuscation 
is performed for DSP circuits using. However [11] has not 
performed multi-stage HLTs such as: ROE, LT, THT, LICM, 
loop Unroll for DSP designs. Additionally, [11] has not 
explored low-cost obfuscated design out of various structural 
obfuscated design. Moreover, no folding factor calculation 
methodology is explained in [11] that leads to higher design 
overhead. Further, [29] has not handled loop-based CDFG 
applications for DSP. Therefore, no loop-based HLT 
techniques are applicable to obfuscate the design. Moreover, 
no equivalent DSP circuit of obfuscated design is generated 
during synthesis. Our proposed approach performs low-cost, 
compiler-driven, multi-stage HLT techniques for loop-based 
CDFG to achieve structural obfuscation during algorithmic 
synthesis. The optimal cost is achieved through PSO driven 
design space exploration process. 

B. Authentication-based approach 
In digital symmetrical [30] based IP protection mechanisms IP 
seller’s signature nullifies the false claim of ownership, thus 
protects against IP infringement [31] and IP buyer’s signature 
traces illegally resold/overbuilt copies of IP core by a non-
trustworthy IP seller, and thus provides exclusive user rights. 
Computational forensic engineering (CFE) is a non-signature 
based IP protection mechanism. It tries to identify whether the 
generated IP is coming from a familiar source or not [32]. IP 
metering [23], is another non-signature based IP core 
protection mechanism which detects overbuilt/duplicate copies 
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of an IP core. In hardware metering [33], a uniquely generated 
ID is inserted programmatically into the IP core design, which 
helps differentiate between a genuinely manufactured IP and 
its duplicate/unauthorized copy. All these aforesaid 
mechanisms of IP protection are authentication-based 
approaches. The limitation of these techniques is that these 
passive protection methods are only capable of tracing the 
illegal copies of IP but cannot prevent from being stolen [22]. 

IV. OBFUSCATED IP CORE DESIGN METHODOLOGY 
The proposed approach hides the functionality of the 

application (IP) from an adversary during algorithmic 
synthesis. The output of algorithmic synthesis is structurally 
obfuscated RTL description (datapath and controller designs) 
of a reusable IP core. The obfuscation of the design is 
achieved via high-level transformation techniques in multiple 
stages that are difficult to reverse engineer. 

A. Overview of Proposed Methodology 
As shown in Fig. 2 proposed approach takes the loop-based 

CDFG as input and obfuscate the original design using five 
high-level transformation techniques i.e. Redundant Operation 
Elimination (ROE), Logic Transformation (LT), Tree Height 
Transformation (THT), Loop Unrolling (LU) and Loop 
Invariant Code Motion (LICM). The obfuscated design is 
further provided as an input to perform particle swarm 
optimization (PSO) driven design space exploration (DSE). 
Finally, a structurally obfuscated low-cost IP is generated 
which satisfies the user-given area-delay constraints. The 
detail HLT based multistage obfuscation and PSO driven DSE 
process is explained in Section IV-C and IV-D respectively. 

B. Problem Definition and Evaluation Models 
1) Problem Definition: Given a CDFG for loop based 
application, explore the design space to determine an optimal 
structurally obfuscate design solution. The generated solution 
should minimize the overall design cost while satisfying 
conflicting user-given constraints. The problem can be 
formulated as follows: 
Minimize: Obfuscated design cost (AT

OBF, TE
OBF), for optimal 

Xi. 

Subject to: AT
OBF ≤ Acons and TE

OBF ≤ Tcons and IP protection 
through structural obfuscation. Where Xi is a resource set of a 
particle solution with unrolling can be represented as: 

Xi = {N(R1), N(R2), .. N(RD), UF}                                (1) 

Where, N(RD)  is the number of resource type RD; UF is the 
unrolling factor for loop-based application; AT

OBF and TE
OBF 

are the total hardware area and total execution time taken by 
the obfuscated design respectively. Acons and Tcons are the user 
specified area and time constraints respectively. 
2) Area Model: Total area AT

OBF consumed by structurally 
secured obfuscated design is adopted from [30], can be 
expressed as: 
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Total area is the sum of area occupied by the hardware 
resources, interconnecting units and storage units. Where, 
A(Ri), A(mux) and A(buffer) are the area of ith hardware 
resource, the mux/demux and the storage unit respectively; 
N(Ri), N(mux) and N(buffer) are the number of unit of ith 
hardware resource, mux/demux and storage unit respectively. 
3) Delay Model:  Total latency TE

OBF of the obfuscated 
design is partially adopted from [34], can be shown: 
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In the above expression, Tbody
OBF is the delay to execute the 

loop body of obfuscated CDFG once; I is the maximum 
number of iteration (loop count); Tfirst

OBF is the execution 
delay of first iteration of obfuscated CDFG. 
4) Fitness Function: The fitness of each solution is calculated 
(considering hardware area consumption and execution delay) 
on the basis of following fitness function: 
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Where, Cf(Xi) is the cost of the solution Xi; Amax
OBF and 

Tmax
OBF  indicate the maximum area and execution delay of 

obfuscated design respectively; Acons and Tcons are the user 
specified area and delay constraints respectively. Ø1 and Ø2 
are user defined weights for area and delay respectively, the 
value lies between 0 to 1 (Note: Both Ø1 and Ø2 are kept 0.5 to 
provide equal preference during exploration.) 

C. Process of Proposed Obfuscation Methodology 
As shown in Fig. 3, proposed multi-stage HLT driven 
structural obfuscation methodology during algorithmic 
synthesis is achieved through five different compiler-based 
HLT techniques. They are (1) Redundant Operation 
Elimination (ROE) (2) Logic Transformation (LT) (3) Tree 
Height Transformation (THT) (4) Loop Unrolling (LU) (5) 
Loop Invariant Code Motion (LICM). Our approach takes the 
input of an application in the form of a loop-based CDFG and 
applies each of the aforementioned HLT to obfuscate it.  

Fig. 4 shows an example (sample) non-obfuscated original 
design used for demonstration. The design is scheduled based 
on 3 adders and 4 multipliers taken as a user defined input. 
Fig. 5 shows the scheduled CDFG of the non-obfuscated  

Fig. 2. Proposed low-cost obfuscation methodology 
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design. Equivalent DSP circuit is shown in Fig. 6. It employs 
6 4:1 muxes, 4 2:1 muxes, 10 input registers, 1 output register 
and 8 delay elements. The detailed process of each HLT 
technique is explained with a proper example in the following 
subsections. 
Redundant Operation Elimination Process: An HLT 
technique which is applied to obfuscate the input CDFG by 
removing redundant nodes from the graph is redundant 
operation elimination. A node in the input graph is identified 
as a redundant node if there exist another node which has 
exactly same parents/inputs and same operation type. In our 
proposed approach we scan each node based on the node 
numbers in ascending order. If a pair of nodes is found which 
have same inputs and operation type then the node having 
higher node number is identified as a redundant node. These 
nodes are deleted from the graph and necessary adjustment is 
performed to maintain the correct functionality of the graph. 
Finally, ROE based structurally obfuscated graph is produced 
as output. For example, in the original design shown in Fig. 4 
the redundant operation is node 9, 11, 12, 13, 15 which is 
eliminated through the proposed approach as shown in Fig. 7 
to structurally obfuscate the design. To maintain the 

correctness of the output the inputs of nodes 14 and 16 are 
taken from node 10 and 14 respectively in the ROE-based 
obfuscated design (Fig. 7). 
1) Logic Transformation Process:  Another HLT technique 
which is applied to obfuscate the input CDFG by modifying 
the graph with different logically equivalent function is logic 
transformation. It alters the nodes of the input graph such that 
the graph looks different than the original still satisfies the 
functionality correctly. Finally, LT based structurally 
obfuscated graph is produced as output. 
For example, Fig. 8 represents the logic transformation driven 
obfuscated form of the input graph (Fig. 7); newly 
added/modified nodes are marked with green colored node 
number and the modified dependencies are marked with green 

 
Fig. 3. Proposed multi-stage HLT based structural obfuscation methodology 

 
Fig. 4. Original non-obfuscated loop-based CDFG 

 
Fig. 5. Original non-obfuscated scheduled CDFG based on 3(+), and 4(*) 

 
Fig. 6. Equivalent DSP circuit of non-obfuscated design 

 
Fig. 7. Redundant operation elimination based obfuscated design 
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dotted line. However, as both the design is functionally 
equivalent there by produce same outputs. 
2) Tree Height Transformation Process: Another HLT 
technique which is responsible for obfuscating the input 
CDFG by increasing or decreasing the height of the graph is 
tree height transformation. It divides the critical path 
dependency into temporary sub-computations and evaluates in 
parallel, thereby generates structurally dissimilar yet 
functionally equivalent graph. Finally, THT based structurally 
obfuscated graph is produced as output. 

For example, in Fig. 9, THT-based structurally obfuscated 
form of the input graph (shown in Fig. 8) is shown. It reduces 
the height of the obfuscated graph from 10 to 8 compared to 
the original design. The computation of node 17 and 18 in 
obfuscated design is executed prior to the input design. The 
dependencies of the obfuscated graph are adjusted to maintain 
the correct functionality. The modified dependencies are 
marked with red lines. 
3) Loop Unrolling: Loop transformation based HLT 
technique which is applied to obfuscate the input CDFG by 
unwinding the loop is loop-unrolling. Unrolling of Loops can 
be achieved by repeating the same loop body in multiple 
sequences to improve execution delay. Finally, loop unrolls 
based structurally obfuscated graph is produced as output. 

For example, Fig. 10 unrolls the input loop-based CDFG 
two times. In the proposed approach the optimal unrolling 
factor is explored based on PSO driven DSE. Loop unrolling 
minimize the execution time simultaneously obfuscate the 
design. 
4) Loop Invariant Code Motion: Another loop-based HLT 
technique which is used in our proposed approach to obfuscate 

the input CDFG by moving the loop independent nodes out of 
the loop body is loop invariant code motion. It moves out the 
nodes of the loop which would not make any differences if it 
performs inside the loop iteratively or outside the loop once. 
Thereby it speeds up the execution process while maintaining 
the correct functionality of the graph. Finally, LICM based 
obfuscated graph is generated as output. 
For example, Fig. 11 shows the LICM-based structurally 
obfuscated form of the input graph (shown in Fig. 10). The 
dotted box shows the nodes which are not depend on the loop. 
According to the Fig. 11, for unrolling factor 2 loop invariant 
operations are executed once while loop depended operations 
are executed two times. 
To obtain higher robustness during obfuscation, all the 
aforementioned high-level transformation techniques have 
performed in consecutive stages (refer Fig. 3). 

 
Fig. 10. Loop unroll based obfuscated design (unrolled twice)  

Fig. 8. Logic transformation based obfuscated design 

 
Fig. 9. Tree height transformation based obfuscated design 

 
Fig. 11. Loop invariant code motion based obfuscated design (unrolled twice) 

 
Fig. 13. Obfuscated design using multi-stage driven HLTs 
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D. Exploring PSO-driven Low-Cost Obfuscated Design 

In our proposed approach low-cost obfuscated IP design is 
achieved through particle swarm optimization driven design 
space exploration. It accepts the obfuscated design (explained 
in Section IV-C) of the application in the form of loop-based 
CDFG, module library, terminating criteria of PSO, control 
parameters (like inertia weight, social factor, cognitive factor 
etc.) and user given area-delay constraints as inputs and 
generates a low-cost optimized obfuscated IP design as output. 
The detailed PSO-DSE process shown in Fig. 12 is explained 
in the following sub sections.  
1) Background on Particle Swarm Optimization 
Methodology:  PSO is a population-based stochastic 
optimization methodology where each single solution is 
known as a particle. The fitness of each particle is evaluated 
based on the fitness function to be optimized. The velocity of 
each particle directs the movement of the particle. The 
particles move through the search space by following the 
current global best ‘gbest’ and its own best location ‘lbest’. 

After finding a better ‘gbest’ or ‘lbest’ the ith particle updates 
its velocity and position. 
2) Movement of Particle using Velocity: In the PSO-DSE 
process [34], each dimension (d) of a particle velocity (Vdi) is 
updated based on the following equation: 

   
igbilbiii dddddd RRrbRRrbVV 

2211        (5) 

Where, Vdi
+ and Vdi are new and current velocity of ith particle 

in dth dimension respectively; Rdi is resource value/unrolling 
factor of ith particle in dth dimension; Rdlbi is local best position 
of ith particle in dth dimension; and Rdgb is global best of dth 
dimension. 

3) Terminating Criteria: The PSO based DSE process will 
terminate if any of the three conditions arise a) reached the 
maximum number of iteration (Imax), b) no improvement is 
observed in global best for δ number of iteration, c) velocity 
value becomes zero. In our approach the value of Imax and δ is 
taken as 100 and 10 respectively. 

V. DEMONSTRATION OF PROPOSED METHODOLOGY 
For the demonstration of the proposed approach, an 

original, non-obfuscated CDFG (shown in Fig. 4) is taken as 
an input. Blue nodes represent multiplier and green nodes 
represent adder in the graph. The integer value beside each 
node indicates the corresponding node number. As shown in 
Fig.4, primary inputs of the graph. A, B and C represents the 
loop dependent variables u, v represent loop independent 
variables and the rest are the constant value. The total number 
of node in the graph is 19 before unrolling, the number of 
loops it consists is 8 and the height of the graph is 9. The 
obfuscated design using multi-stage driven HLTs is shown in 
Fig. 13. The loop-based CDFG is unrolled two times, the loop 
invariant nodes (marks as black dotted box) are kept outside 
the loop, node 9, 11, 12, 13, 15 is deleted due to redundancy, 
node 6, 7, 14, 16, 39 is modified due to logic transformation, 
height of the graph is reduced from 9 to 8 and the total number 
of nodes is increased from 19 to 21. This obfuscated design is 

 
Fig. 12. PSO driven DSE process for optimal obfuscated design 

 
Fig. 14. Low-cost obfuscated IP design scheduled with 3(+) and 1(*) 

 
Fig. 15. Equivalent DSP circuit of obfuscated IP design 
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further used as input with other necessary inputs (refer to Fig. 
12) to perform PSO driven DSE process to explore the optimal 
obfuscated IP design. Fig. 14 represents the final low-cost 
obfuscated IP design scheduled based on 3 adders and 1 
multiplier. Equivalent obfuscated DSP circuit is shown in Fig. 
15. It employs 8 8:1 muxes, 18 input registers, 2 output 
register and 13 delay element.  

VI.  EXPERIMENTAL RESULTS 
 Our proposed approach provides a low-cost, robust DSP IP 
core protection through multi-stage based HLT driven 
obfuscation methodology during algorithmic synthesis.  
A.  Experimental Setup and Benchmark 
The proposed approach, non-obfuscated design and [11] are 
implemented in Java 8 and executed on a computing platform 
with 4GB DDR3 primary memory and processor frequency of 
3.20 GHz. A 15nm technology scale based on NanGate is used 
to evaluate both the area and the latency of an IP design [35]. 
During multi-stage obfuscation process different HLTs are 
applied on loop-based CDFGs in the following order: 1) Loop 
Unroll, 2) LICM, 3) ROE, 4) LT and 5) THT. During PSO-
DSE process both Ø1 and Ø2 are kept 0.5 to provide equal 
preference as both silicon area and latency is equally essential 
for a DSP design of a CE device. For a broader range of 
optimization a designer may tune the weighing factors to 

unequal values. However, this would be applicable when a 
designer assigns more priority to silicon area than latency or 
vice-versa.  Further, following optimal settings from [34] is 
used for PSO framework: ω (inertia weight) = linearly 
decreasing between 0.9 to 0.1; b1 and b2 (acceleration 
coefficient) = 2; r1 and r2 (random numbers) = 1; Imax = 100 or 
δ = 10 as stopping criterion; swarm size p = 3 or 5 or 7. 

B. Result of Proposed Approach in terms of Design Cost and 
Security Metric 

Table I shows the impacts on obfuscated design area, latency 
and cost with the variation of swarm size. As seen from Table 
I except Auto Correlation benchmark no improvement in 
quality of solution is found. However, for Auto Correlation 
benchmark design cost is -0.4647 for p = 5 which is better 
than -0.4556, design cost for p = 3; design cost remain same 
for p = 5 and p = 7. Further, all the benchmarks satisfy the 
user provided area-delay constraints to optimize the 
obfuscated design cost according to (4), thereby achieve 
design cost value less than 0. Design cost is a mathematical 
metric that indicates combined normalized value of silicon 
area and latency of a DSP design (refer (4)).  Design cost may 
refer to implementation cost, however, since (4) computes a 
normalized value hence it is unit less.  

TABLE I 
Results for low-cost optimal obfuscated solution through proposed approach for different swarm size 

Benchmark Particle 
Size Design Solution Obfuscated 

Design Area(μm2 ) 
Obfuscated 

Design Latency(ps) 
Obfuscated 
Design Cost 

2D Autoregression Lattice Filter(ARF) 
3 4A, 2M 241.83 1900.80 -0.37 
5 4A, 2M 241.83 1900.80 -0.37 
7 4A, 2M 241.83 1900.80 -0.37 

FIR (6-tap) 
3 2A, 2M,1C, 8UF 214.99 1477.85 -0.36 
5 2A, 2M,1C, 8UF 214.99 1477.85 -0.36 
7 2A, 2M,1C, 8UF 214.99 1477.85 -0.36 

AUTO-CORRELATION 
3 4A, 8M,1C, 8UF 726.17 3557.15 -0.46 
5 7A, 8M,1C, 8UF 800.68 2940.45 -0.47 
7 7A, 8M,1C, 8UF 800.68 2940.45 -0.47 

DIFFERENTIAL EQUATION 
3 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33 
5 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33 
7 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33 

DHMC 
3 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63 
5 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63 
7 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63 

Adaptive Filter(noise cancellation) 
3 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63 
5 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63 
7 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63 

Adaptive Filter(Least mean square) 
3 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70 
5 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70 
7 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70 

 
TABLE II 

Measuring power of obfuscation for each HLT technique 

Benchmark 
pobf  
for 

ROE 

pobf 
for 
LT 

pobf 
for 

THT 

pobf 
for 
UF 

pobf 
for 

LICM 

Total 
Pobf 

ARF 0.32 0.61 0 - - 0.55 
FIR 0 0 0.50 1 - 0.75 

AUTO-CO 0 0 0.49 1 - 0.75 
DIF-EQN 0 0.44 0 1 - 0.72 
DHMC 0 0.38 0 1 - 0.69 
Ada-NC 0 0.67 0.03 1 - 0.57 

Ada-LMS 0 0.75 0 1 - 0.88 
 

TABLE III 
Comparison of proposed obfuscated design with non-obfuscated design 

Benchmark 

Original Design 
(non-obfuscated) 

Proposed Obfuscated 
Design 

Area 
(μm2) 

Latency 
(ps) Cost Area 

(μm2) 
Latency 

(ps) Cost 

ARF 241.8 2573.5 -0.26 241.8 1900.8 -0.37 
FIR 215.0 1661.3 -0.31 215.0 1477.8 -0.35 

AUTO-CO 736.4 3399.2 -0.48 736.4 2940.5 -0.46 
DIF-EQN 333.0 7246.5 -0.18 333.0 4498.8 -0.33 
DHMC 419.1 8872.1 -0.27 419.1 8581.6 -0.63 
Ada-NC 270.8 3330.98 -0.62 270.8 3120.01 -0.63 

Ada-LMS 292.3 12561.3 -0.61 292.3 6833.58 -0.70 
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The robustness of the proposed obfuscation is measured by 
the structural mismatch between the original design and the 
proposed obfuscated design. Power of Obfuscation for single 
stage obfuscation (pobf) and multi-stage obfuscation (Pobf) is 
expressed using following equations indicating normalized 
value between 0 to 1 is: 

T
i

iobf
i n

np                   (6) 

)(

5

1

HLTN

p
p i

obf
i

obf

         (7) 

where, ni is the number of modified nodes due to ith HLT 
technique; ni

T is the total number of nodes before applying ith 
HLT technique; N(HLT) is the total number of HLT 
techniques applied on a particular application. Higher the 
value of Pobf, stronger is the security of the design.  A node is 
considered as a modified one if any of the following cases is 
true: 
 A parent node or a primary input of a node of an 

obfuscated CDFG is different than its original. 
 The child of a node in an obfuscated CDFG is different 

than its original. 
 The operation type (addition, multiplication etc) of a 

node in an obfuscated CDFG is changed. 
 A node of an original CDFG is non-existent in the 

corresponding obfuscated CDFG. 
Table II refers the pi

obf due to each HLT technique as well as 
the total Pobf after applying multi-stage HLTs. For example, 
for ARF benchmark, pi

obf is 0.32, 0.61, 0 for ROE, LT and 
THT respectively while applying each HLT separately, 
whereas, the total normalized Pobf is 0.55 for multi-stage based 
obfuscation. 

C. Comparative Perspectives and Discussions 
Comparison between a non-obfuscated design with its 

obfuscated form in terms of design area, latency and cost is 
shown in Table III. For example, the design area, design 
latency and design cost of non-obfuscated FIR benchmark are 
214.99 sq. micro meter(μm2), 1661.33 pico-seconds (ps) and  
-0.31 respectively, whereas, the design area, design latency 
and design cost of obfuscated FIR benchmark are 214.99 sq. 
micro meter(μm2), 1477.84 pico-seconds (ps) and -0.35 
respectively. Note: sometimes an obfuscated design achieves 
lower latency than a non-obfuscated design since the proposed 
approach performs series of HLT optimizations (such as ROE, 
THT, LT, unrolling etc.) that can result into reduction of 

operations in the graph. Thus in such specific scenario, the 
graph after scheduling may result into lower latency.  Table IV 
shows the comparison between proposed multi-stage based 
obfuscation design with [11] in terms of design area, latency 
and cost. For example, the design area, design latency and 
design cost of [11] for FIR benchmark are 399.50 sq. micro 
meter(μm2), 1315.67 pico-seconds (ps) and -0.25 respectively, 
whereas, the propose obfuscated approach explores better 
design solution for FIR benchmark (reported earlier). Finally, 
the proposed approach achieves an average 55% reduction of 
design cost for standard benchmarks [36] [37], compared to 
[11]. This is obtained due to PSO-DSE based optimization in 
the proposed approach for area-delay trade-off. 

The comparative results of the proposed approach with [11], 
in terms of Pobf are reported in Table V. As evidence from the 
result, proposed multi-stage based obfuscation methodology 
provides stronger IP protection as for all the tested 
benchmarks proposed approach has higher Pobf value. Further, 
the proposed approach achieves an average 22% more robust 
than [11]. 

VII. CONCLUSION 
This paper presents a novel low-cost structural obfuscation 

based reusable IP core protection mechanism for loop-based 
CDFG during algorithmic synthesis. This is the first attempt to 
perform structural obfuscation through multi-stage compiler-
based high-level transformation techniques. The proposed 
approach achieves lower design cost as well as higher 
robustness than [11]. Besides yielding low design cost and 
high IP protection the proposed approach also provides low 
implementation time and easy adaptability to any CAD tool. 

Our future research direction includes reusable IP core 
protection using both structural and functional obfuscation 
during algorithmic synthesis. We intend add more 
transformation to achieve more robust obfuscated design. 
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