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Abstract

Optimization of leakage power is essential for nanoscale CMOS (nano-CMOS) technology based integrated circuits
for numerous reasons, including improving battery life of the system in which they are used as well as enhancing
reliability. Leakage optimization at an early stage of the design cycle such as the register-transfer level (RTL) or
architectural level provides more degrees of freedom to design engineers and ensures that the design is optimized
at higher levels before proceeding to the next and more detailed phases of the design cycle. In this paper, an RTL
optimization approach is presented that targets leakage-power optimization while performing simultaneous schedul-
ing, allocation and binding. The optimization approach uses a nature-inspired firefly algorithm so that large digital
integrated circuits can be effectively handled without convergence issues. The firefly algorithm optimizes the cost of
leakage delay product (LDP) under various resource constraints. As a specific example, gate-oxide leakage is opti-
mized using a 45nm CMOS dual-oxide based pre-characterized datapath library. Experimental results over various
architectural level benchmark integrated circuits show that average leakage optimization of 90% can be obtained. For
a comparative perspective, an integer linear programming (ILP) based algorithm is also presented and it is observed
that the firefly algorithm is as accurate as ILP while converging much faster. To the best of the authors’ knowledge,
this is the first ever paper that applies firefly based algorithms for RTL optimization.
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1. Introduction made of aggressively scaled CMOS technology nodes

with very high transistor count. For example, micro-

Scaling of CMOS technology has been taking place
at a very fast pace in the last several years. Digital,
analog as well as mixed-signal integrated circuits have
been built using 65nm, 45nm, and even 22nm technolo-
gies [1, 2]. Specifically, digital integrated circuits are
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processors for desktop PCs from Intel® are made of bil-
lions of transistors at the 22nm technology node. At the
same time the graphic processor or graphics process-
ing unit (GPU) from N VIDIA® has 7 billion transistors.
A specific field-programmable gate-array (FPGA) chip
from Xilinx® contains more than 20 billion transistors.
The ARM® based analog/mixed-signal system-on-chip
(AMS-SoC) which powers smart mobile phones as well
as tablets has its own transistor count trend as well as
a heterogeneous architecture containing hardware and
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software on the same die. Power dissipation of the cir-
cuits and systems is an important axis in the design
space exploration for nanoscale CMOS design. In short
channel CMOS technologies the leakage power as well
as the dynamic power are significant [3, 4].

The heavy demand for portable communication and
computing services has promoted both industrial and
academic research. Due to device scaling and the conse-
quent increase in leakage components in both active and
sleep states, the power dissipation of CMOS circuits re-
mains a major concern as depicted in Fig. 1. In a typical
nano-CMOS digital IC, power has diverse forms such
as subthreshold leakage, gate-oxide leakage, reverse bi-
ased diode leakage, gate induced drain leakage (GIDL),
and reverse-biased drain-substrate and source-substrate
junction band-to-band tunneling [5, 6, 3, 7]. Each leak-
age component has diverse origins and flows between
different terminals and in various operating conditions
of a nanoscale MOS transistor. In this paper, RTL opti-
mization of gate-oxide leakage is proposed to reduce the
leakage of nano-CMOS chips consisting of short chan-
nel devices with ultra-thin oxide thickness in both their
ON and OFF states. However, subthreshold leakage op-
timization can be also considered.

400 ] == Rubthreshold

350 J - denamic
- Pg

=300 ate-leakage

<
= 250 4
200 4
o
Z 150 1
~

100

50+

Adder Subtractor Multiplier Divider

(a) Digital Signal Processor ina SoC  (b) Power Components in Digital Circuits

Figure 1: Digital ICs and the power components for a typical nano-
CMOS technology [5, 6, 3, 7].

In digital integrated circuits and systems, leakage op-
timization can be performed at various levels of abstrac-
tion ranging from system level to physical level. How-
ever, the current paper proposes to optimize leakage at
the architectural level as the possibility of reduction is
higher and circuit complexity is lower which provides
faster convergence with more degrees of freedom [5, 8].
High-level synthesis (HLS), architecture-level synthe-
sis, or RTL synthesis is an automatic design process
which allows exploration of design alternatives prior to
layout. In order to provide designers with an efficient
automated path to silicon (i.e., from system to silicon),
leakage reduction RTL frameworks are required. At the
architecture level, there are balanced degrees of freedom

to tune the design parameters for fast and correct design
decisions at an early phase of the design cycle without
propagating design errors to lower levels of circuit ab-
stractions, where they are costly to correct. Moreover,
designing at higher levels of abstraction is an efficient
way to handle complexity, facilitate design verification,
and increase design reuse. Hence, the current paper fo-
cuses on leakage optimization during RTL synthesis.

The rest of the current paper is organized in the fol-
lowing manner. The notation used in describing the al-
gorithm is presented in Table 1. The contributions to the
state-of-the-art along with discussion of prior related re-
search is presented in Section 2. An overview of the pro-
posed leakage-optimal RTL design flow is depicted in
Section 3. A technology-based RTL optimization tech-
nique called dual oxide approach is discussed in Sec-
tion 4. The detailed algorithm that uses dual-oxide tech-
nique during RTL for leakage optimization is presented
in Section 5. A nano-CMOS based datapath component
library is presented in Section 6 along with discussion
on its characterization. The experiments performed on
various benchmark integrated circuits for different con-
straints are discussed in Section 7. The paper is con-
cluded in Section 8 with a summary and directions for
future research.

2. Contributions of this Paper to Advancing the
State-of-the-Art

Research on optimization during HLS or RTL opti-
mization is of major interest for the academic and in-
dustrial communities [5, 6]. Genetic algorithms have
been used in various evolutionary approaches for power,
delay, or area optimization during high-level synthesis
[9, 10, 11]. Particle swarm optimization (PSO) has been
explored for power and performance trade-offs during
architecture-level synthesis [12]. The widely used mul-
tiple supply voltage based RTL optimization techniques
use higher supply voltage for critical path components
and lower supply voltage for non-critical path compo-
nents [13, 14, 15]. Many mature solutions are available
in the current literature for their use for dynamic power
reduction. The use of multiple threshold voltage tech-
nique for subthreshold leakage reduction during HLS
is also well-researched [8, 16, 17, 18, 19]. The use of
high-threshold voltage transistors in non-critical paths
and low-threshold transistors in the critical paths serves
as subthreshold leakage and delay trade-off in these
approaches. Selective shutdown of different portions
of the integrated circuit or system using power gating
mechanisms has been explored for aggressive reduction
of subthreshold leakage [20, 21]. Gate-oxide leakage,



Table 1: Notation used in this paper.

FF; Denotes a firefly

Np Total number of fireflies in a population

Si Denotes location of firefly F'F;

Ng Denotes dimension of the location S;

Iy, Luminous (or light) intensity of firefly F'F;
dij Distance between firefly F'F; and firefly F'F;
Battract Attractiveness between fireflies

Yiight Fixed light absorption coefficient

n Coefficient of randomization

O; Vector of random numbers

G (V,E) Sequencing data flow graph (DFG)

V{vi} Set of nodes or vertices in a DFG

E Set of edges in the DFG

U Unscheduled DFG

S Scheduled DFG with resource binding

N, Number of clock cycles or control steps

t Technology corner in dual-75, or dual-x

Ry + Resource of type k£ made using corner ¢

M+ Maximum number of Ry, ; resources

Ngr. Number of resources active in a control step ¢
Toz gy Higher gate oxide thickness

Toxy, Lower gate oxide thickness

KH Higher dielectric

KL Lower dielectric

Raw Availability matrix for each c of k corner ¢
AS; As soon as possible time stamp of vertex v;
AL, As late as possible time stamp of vertex v;
Clvs) Final time stamp of vertex v;

Xite Decision variable; 1 if v; uses R,; andinac
Ly Latency in number of cycles for v; using Ry +
Pozgr Leakage power for single oxide thickness
Powpr Leakage power for dual oxide thickness
Tpdgp Critical path delay for single oxide thickness
Todp Critical path delay for dual oxide thickness
Todcon Target delay or delay constraint of the DFG
Delaysoy  Performance or delay trade-off factor

LDP Leakage Delay Product

Ast Total Area for single oxide thickness

Apr Total Area for dual oxide thickness

which is prominent for technology nodes below 65nm,
has been addressed by several researchers [22, 23, 24].
In the current paper, to advance the state-of-the-art
in RTL leakage optimization, an RTL design optimiza-
tion flow for gate leakage is presented that uses a spe-
cific nature-inspired algorithm called “firefly algorithm”
as the core. The proposed approach performs simulta-
neous scheduling, allocation and binding and optimizes
gate leakage of datapath circuits for specified time and
resource constraints. Dual-oxide (using low-T,, and
high-T,,.) and dual dielectric (or dual-~ using low-x and
high-x) technologies are explored for total gate leak-
age, propagation delay, and circuit area trade-offs. In

sub-65 nm CMOS technology nodes the oxide thick-
ness is quite thin, approximately 1.2 nm. However, a
single layer of SiO; is approximately 0.2 nm. Thus, the
misplacement of one SiO2 layer can lead to a signifi-
cant variations in the effective T,,, and corresponding
gate leakage and delay. Thus process variation effects
need to be considered during estimation of the leakage
and delay. The proposed RTL flow takes process varia-
tions into consideration while optimizing gate leakage.
This paper presents analytical models for the estimation
of gate leakage, propagation delay, and area of nano-
CMOS based architectural units which are used in the
RTL flow. Extensive experiments are performed over
real-life digital signal processing (DSP) circuits whose
applications are widespread, from media players to mo-
bile phones. The current archival journal paper is based
on preliminary research presented as a conference pub-
lication in [25]. In the conference publication a sim-
ulated annealing algorithm based RTL optimization is
presented. The firefly algorithm based RTL optimiza-
tion presented in the current journal paper further ad-
vances the state-of-art with 51.4 % convergence time
improvement as evident from the experimental results
in Section 7.

3. Proposed Methodology for RTL Leakage Mini-
mization

This section presents the overall methodology for the
gate-leakage optimization at register-transfer level that
uses a firefly based algorithm for design exploration.
The section is divided into 3 subsections to improve
readability.

3.1. Proposed RTL Overall Methodology

Typical steps of high-level synthesis include compi-
lation, transformation, datapath scheduling, functional
unit allocation, operation binding, connection alloca-
tion and architecture generation. A broad overview of
the proposed RTL leakage methodology that shows se-
lected steps of HLS and uses the firefly algorithm as
the core is depicted in Fig. 2. In this methodology,
during the compilation phase the behavioral Hardware
Description Language (HDL) representation of the cir-
cuit is compiled to obtain a data flow graph (DFG). The
transformation phase may perform various operations
over the DFG to obtain an efficient DFG representation.
The resource-constrained as soon as possible (ASAP)
scheduling of the DFG gives the lower bound on the
time stamps. The resource-constrained as late as pos-
sible (ALAP) scheduling of the DFG gives the upper



bound on the time stamps. The mobility graph obtained
from the ASAP and ALAP time stamps provides the
degree of freedom for iteration of the algorithm to se-
lect a specific time stamp while meeting the time con-
straints. The above steps of ASAP and ALAP schedul-
ing and mobility calculations use standard approaches
and have not be detailed here for brevity [26, 27]. The
firefly based algorithm performs the resource and time
constrained scheduling of the operations in the DFG so
that the operations which are part of a specific group can
be executed concurrently. The firefly algorithm uses a
multiple-dielectric RTL library for leakage, delay, and
area trade-offs. The allocation step of the flow deter-
mines the number and types of functional units to be
used in the target datapath circuit. The binding phase of
the flow deals with attaching various operations to func-
tional units and variables to memory units. The connec-
tion allocation phase of the flow fixes types or number of
buses, buffers, and multiplexors for the communication
among the resources of the target architecture. Finally,
leakage-optimal RTL descriptions for datapath and con-
trol circuits are generated. Scheduling and binding steps
are the two major phases of the RTL optimization flow.
In the overall digital integrated circuit design flow, high-
level synthesis is followed by logic synthesis and phys-
ical synthesis to generate the layout of the target circuit.
However, optimization at the logic or physical synthesis
steps is not within the scope of the current paper.

The RTL flow will generate integrated circuits that
dissipate minimal leakage power for the specified con-
straints when the proposed scheduling algorithm is used
along with leakage, propagation delay, and area esti-
mators. In the RTL design flow, it is assumed that the
target architecture datapath is specified as a sequencing
data flow graph (DFG), which is essentially a directed
acyclic DFG. In the sequencing DFG, each vertex rep-
resents an operation and each edge represents a depen-
dency. The sequencing DFG does not support hierarchi-
cal entities and the conditional statements are handled
using comparison operations. The advantages of the se-
quencing DFG includes simplicity in modeling during
high-level synthesis (HLS). It may be noted that the as-
sumption of sequencing DFG doesn’t limit the applica-
bility of the proposed RTL optimization flow. It can be
used for any type of DFG or control data flow graph
(CDFG). However, as a specific example, the current
paper considers sequencing DFG for easy implementa-
tion as the research focus of this paper is not on the data
structures or compilation of HLS to represent digital in-
tegrated circuit behavior. Each vertex of the sequenc-
ing DFG contains attributes that specify the operation
type associated with that vertex. The propagation de-
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Figure 2: The proposed firefly algorithm based RTL nanoscale leak-
age optimization flow.

lay of a control step is determined by a combination of
the delays of the functional unit, the multiplexer, and
registers. The proposed flow assumes that each vertex
which is connected to the primary input is assigned two
registers and one multiplexer. On the other hand, the
inner vertices of the sequencing DFG have one register
and one multiplexer. The estimator uses the analytical
models developed for the components of the datapath or
RTL library. It also estimates the total leakage and crit-
ical path delay for a scheduled DFG and corresponding
binding. The simultaneous reduction of leakage power
dissipation and critical path delay can be combined to
the single metric of leakage delay product (LDP). Thus,
the objective of the scheduler is to minimize the LDP
of the whole DFG while assigning time stamps for the
nodes of the DFG for a specific allocation and binding.
This implicitly facilitates minimization of the leakage
power along with critical path delay while considering
resource constraints.

3.2. Proposed Technology based RTL Optimization

The leakage delay product of the DFG for a specific
scheduling, allocation, and binding during the design it-



eration can be estimated as follows:

N. Ngr.
LDPprc =YY Poxg(c;")Tpag(c,r), (1)

c=1r=1

where NN, is the number of control steps in a DFG, Ny,
is the number of resources active in any control step c.
P, r(c,r) is the total leakage power of the r-th func-
tional unit active in the control step ¢ and Tp,qp(c,7)
is its propagation delay. The proposed flow generates
various forms of the target architecture, such as sched-
uled DFG with appropriate functional unit assignment
to a datapath operation and estimates of leakage power
and propagation delay. The design flow assumes that
different resources are characterized for leakage power,
propagation delay, and area for various oxide thick-
nesses and dielectrics and are available in the RTL li-
brary. In the RTL library construction, it is assumed
that all transistors inside a specific RTL component have
the same oxide thickness, whereas oxide thickness may
differ from one RTL component to another. In such
a situation, for nanoscale process variation considera-
tion, a specific oxide thickness 7T, is assumed to have
a value in the range (T, — ATyy, Tow + AT,y ). The
leakage and delay estimator assumes such process vari-
ations to be Gaussian and hence generates a specific
T, accordingly [28]. It may be noted that a constant
L/T,, is maintained and L is scaled along with T,.
Furthermore a constant W/ L ratio is maintained to re-
duce short-channel effects. Thus, all three process pa-
rameters Ty,,, L, and W are assumed to have Gaussian
variations.

3.3. Firefly Algorithm for RTL Design Exploration

It may be noted that the firefly algorithm was in-
troduced in 2008 and since then it has been applied
to various areas involving combinatorial and numeri-
cal optimization [29, 30, 31]. The firefly algorithm is
a biologically-inspired metaheuristic algorithm which
mimics the behavior and motion of fireflies. Other sim-
ilar biologically-inspired algorithms include the bat al-
gorithm, cuckoo search, and ant colony optimization.
In general, metaheuristic algorithms are simpler to im-
plement and converge due to low memory requirements
and built-in mechanisms to overcome local minima.
However, metaheuristic algorithms may not necessarily
provide true optimal solutions and can also produce dif-
ferent results when executed at different times. It is pos-
sible to use other algorithms such as simulated anneal-
ing and Monte Carlo simulations in the context of RTL
optimization. Simulated annealing and Monte Carlo
have been used previously by the authors and the results

are presented in [5]. The current paper is a paradigm
shift in which Monte Carlo, which is usually computa-
tionally intensive, is not used. The current paper uses
the firefly algorithm for its advantages and is for the
first time used for RTL optimization in the current paper.
The firefly algorithm is a metaheuristic algorithm which
has been proven in the existing literature [32, 29]. It is
observed that the firefly algorithm has the minimum run
time as compared to similar algorithms. In addition, the
firefly algorithm convergence is superior to that of the
bat and cuckoo search algorithms. Thus, the firefly al-
gorithm has the potential to handle the optimization of
large and complex digital designs in the nanoscale era
and hence has been adopted in the current paper.

4. Dual Dielectric Approach for RTL Optimization

As a specific example of leakage optimization, this
paper deals with gate leakage optimization. However, in
a similar manner subthreshold leakage can also be han-
dled [5]. For ultra-thin gate-oxides, leakage is mainly
due to direct tunneling. The probability of gate-oxide
tunneling is affected by the barrier height which is the
voltage drop across the gate oxide as well as the barrier
thickness. The gate-oxide tunneling current in a CMOS,
for supply voltage V4 and effective gate-oxide thick-
ness Ty, has the following form [33]:

Vdd ? Tom

I xW (Tom> exp ( and> , 2)
where « is an experimentally derived factor. Based on
the above relation, the possible options for gate-oxide
leakage are the following: (1) supply voltage reduction,
(2) gate-oxide thickness increase, and (3) gate width
decrease. Supply voltage reduction has been widely
used for dynamic power reduction and hence may work
for leakage reduction, however may not be able to be
fully effective to counter the exponential growth of gate-
oxide leakage. Gate-oxide thickness increase will re-
duce gate-oxide leakage significantly, but the propaga-
tion delay is affected. Gate width decrease is not as ef-
fective as gate-oxide leakage changes with it only lin-
early. Thus, the use of multiple gate-oxide thicknesses
can be used as a gate-oxide leakage power and propaga-
tion delay trade-off.

In the current paper, the dual-oxide approach is ex-
plored for reduction of gate-oxide leakage during RTL
synthesis. In addition, the “dual dielectric” approach
is being introduced for logic level gate leakage reduc-
tion in which SiOy is selectively replaced with high-
+ materials such as SiON and Si3N4 and hence is ex-




plored for RTL synthesis in the current paper as a nat-
ural progression of our previous research [33]. The
proposed dual-T,, / technique can be used with other
techniques, such as multi-Vy4, multi-Vpp,, or clock gat-
ing for a more comprehensive low power solution for
sub-65 nm CMOS integrated circuits. It may be noted
that low power high level synthesis has been an area of
active research for the last two decades and still remains
an active topic due to the ever increasing use of portable
devices [26, 34]. At the early stages of research in low-
power high-level synthesis capacitive switching power
dissipation was of primary attention. Then the research
focus changed to subthreshold leakage and later on to
gate-oxide leakage. At the RTL, the dual-oxide datap-
ath component library is used for gate-leakage and delay
tradeoffs during various HLS tasks. This is analogous
to subthreshold leakage optimization using a multiple
threshold CMOS (MTCMOS) datapath library. Power
(including leakage) optimization at the RTL (higher ab-
straction with coarse granularity), versus circuit level
(lower abstraction with finer granularity), has always
been a topic of debate. RTL level is faster and feasible,
but the disadvantage is accuracy loss. Circuit level is
slower and accurate, but may be computationally inten-
sive and even infeasible to run optimization for large cir-
cuits. Optimization at higher levels of abstraction such
as RTL ensures that the design is optimized before mov-
ing to lower or detailed levels of abstractions, such as
logic or circuit.

In the current paper, the three dimensional design
space of gate leakage, performance, and area, is ex-
plored for reduction of gate leakage during RTL synthe-
sis using dual-T,, or dual-x. The idea behind the use of
dual oxide or dielectric for a small circuit is presented
in Fig. 3. The dual thickness approach where func-
tional units containing transistors with either higher 75,
or lower T, is shown in Fig. 3(a). The dual dielectric
approach where functional units containing transistors
with either higher x or lower x is shown in Fig. 3(b).
A mix of the different types of functional units during
high-level synthesis or RTL optimization can be trade-
offs of leakage and performance.

The gate-oxide leakage optimization problem dur-
ing HLS phases can be formalized as follows: Given
an unscheduled sequencing data flow graph (UDFG)
Gy (V,E), determine the scheduled sequencing data
flow graph (SDFG) Gg(V, E) with appropriate re-
source binding such that the total leakage and delay
product (LDP) is minimal for specified resource con-
straints. In the sequencing DFG, V' denotes the set of
all vertices or nodes whereas I denotes the set of all
edges. V,, is used to denote the set of vertices in the
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Figure 3: Concept of dual dielectric approach for gate leakage trade-
off.

critical path from the source vertex to the sink vertex
of the sequencing DFG. The RTL optimization problem
can be formulated as follows:

Objective: Minimize (LDP(DFG)) , 3)
Constraints:  Allocated (Ry ;) < Available (Ry ;) ,
Ve e N.,. (4)

In the above expression, Ry ; denotes a resource (i.e.
functional unit or datapath component) of type k con-
sisting of transistors of a specific Ty, or x. ¢ is a technol-
ogy index which represents high-7,./low-T,, for dual-
oxide or high-~/low-x for dual-dielectric. For N. num-
ber of clock cycles in a DFG, c is a specific clock cycle.

The use of dual-T,, or dual-x can increase the fab-
rication cost of the integrated circuits [33, 35]. These
technologies may need additional processing steps and
more masks during the photolithographic processes.
However, the fabrication costs would be compensated
by the reduction of the energy or power costs and hence
a trade-off cab be achieved between the energy effi-
ciency and fabrication cost which is very important for
mobile electronics. In addition, research on the manu-
facturing aspects is very active and new process tech-
nologies in the future addressing these issues may be-
come available. It is possible to use dual-7,, and dual-
K together, but in that case the fabrication process will
need additional steps as compared to dual-7},, only or
dual-x only.

5. The Proposed Firefly based RTL Optimization
Algorithm

In this Section a detailed discussion of the firefly
based optimization algorithm is presented. For the pur-
pose of comparison with more established algorithms,
integer linear programming (ILP) based optimization is
also presented.

5.1. Firefly based RTL Optimization Algorithm
The firefly optimization algorithm is based on the fol-
lowing 3 assumptions [29, 30, 36, 31]:



(1) It is assumed that all fireflies are of the same sex.
Fireflies are attracted towards each other irrespec-
tive of their sex. However, in nature both male fire-
flies and female fireflies exist, and the male fireflies
take flight and emit flashes which are different from
species to species in terms of color, rate, length, and
intensity. Female fireflies are wingless or have short
wings and fly little [36].

(2) The level of attraction or attractiveness between
fireflies is proportional to their brightness. For any
two flashing fireflies, the firefly with less bright
flashing will move towards the firefly with more
bright flashing. The brightness (and hence attrac-
tiveness) increases as the distance between the two
fireflies decreases whereas it decreases as the dis-
tance between the two fireflies increases. A partic-
ular firefly moves randomly if there are no brighter
fireflies available within its visible vicinity. The at-
tractiveness of a firefly can be modeled as follows
[29, 31]:

2
Bamact (ddistance) = ﬂattraot,o exp (_’Ylighlddista_nce) ) (5)

where Sagrace 1S the attractiveness between the fire-
flies. dgistance 1S the distance between two fireflies.
Bauract,0 18 the attractiveness when the distance be-
tween the fireflies is zero, i.e. 7Tgsance = 0. AS
an example, Baac,o0 = 1; it may be noted that
Batract,0 = 0 makes the algorithm a simple random
walk. ~iigne is the light absorption coefficient for a
specific medium. While in theory vign: € [0,00),
it is typically a value in the range (0.1, 10) for the
firefly based algorithm.

(3) The brightness of a firefly is determined by the na-
ture of the objective function. For maximization
problems, the brightness is proportional to the value
of their objective functions. On the other hand, in
the case of minimization problems, the problem can
be translated to the maximization problem by negat-
ing the objective function.

The basis of the firefly optimization algorithm is de-
picted in Fig. 4. In a population of Ny fireflies each
firefly is denoted as F'F;. In other words, there are N
solutions. The location of each firefly represents a so-
lution. For example, for firefly F'F; the location is .S;.
Each location S; is of dimension Ng, each dimension
representing a tuning variable for optimization. For ex-
ample, a clock cycle for scheduling a vertex, a resource
of specific type, and a resource of a specific technology.
The luminous intensity of the flash produced by a firefly

Luminous Intensity - /

Attractiveness - B(d [ 2)

FF; is Iy, which is proportional to the cost/objective
function when the optimization is formulated as a max-
imization problem. In the current case of LD Pprg
minimization, it is proportional to the negative of the
cost function, i.e. Iy, <« —LDPprg,. LDPprg; is
the cost function at location S;. The movement of a
firefly F'F; which is attracted to another more attractive
or brighter firefly F'F, is determined by the following
expression [29, 31]:

Si = Sz + (Sj - Sz) Baltracl (dij) + "762’ (6)
= Sz + (S] - Sl) ﬁattract,o exp (_’ylightri?) + 77617 (7)

where S; is the location of firefly F'F; and there are Np
fireflies in a population each representing a possible so-
Iution. S; is a vector at a location of Ng dimensions.
The coefficient of randomness 7 has a value in the range
0to 1,1ie. n € [0,1]. The 2nd term is due to the attrac-
tion of the fireflies. The 3rd term introduces randomiza-
tion to the algorithm. ©; is a vector of random numbers
which assumes a Gaussian or uniform distribution in the
range [0, 1]. The distance between two fireflies F'F; and
F'F} is their Cartesian distance [31]:

Ns

dij = 11Si = S|l = | D (sim — sj.m)°. (8)

m=1

In the current algorithm d;; is estimated as the error be-
tween two solutions .S; and 5}, i.e. the difference of the
negative of the LDP values.
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Figure 4: The concept of the firefly based algorithm.

The pseudo-code of the proposed firefly based ap-

proach that performs simultaneous scheduling, alloca-

N



tion, and binding during RTL synthesis while minimiz-
ing gate leakage is presented in Algorithm 1. The al-
gorithm searches for an RTL realization that has min-
imum leakage power for specified time and resource
constraints for either dual-T,, or dual-« techniques. For
either technique, it is important that every vertex is
scheduled in a way such that less leaky resources can
be assigned to non critical resources so that the total de-
lay is not effected while maximizing the leakage reduc-
tion. The algorithm assumes ASAP and ALAP sched-
ules, mobility graph, multiple-dielectric RTL library,
and resource/time constraints as inputs. Various param-
eters such as, Vight» Baract,0, and 7 are initialized. The
target delay Tq,,, is calculated for a specific delay
trade-off with the number of clock cycles determined
from the resource-constrained ASAP and ALAP time
stamps. The mobility of the vertices in the sequencing
DFG, which is an indicator of the chances of assigning a
higher thickness or dielectric resource, is dependent on
the total number of available lesser leaky resources in
the RTL library. The propagation delay of the slowest
resource in the baseline corner/technology is typically
the divider with low oxide thickness or lower dielectric.

The main iteration of the algorithm starts with the
generation of a random population of N fireflies, each
denoted as F'F;. Each location of the firefly S; is es-
sentially a configuration in terms of time stamp of the
DFG and binding of the operations to specific resources.
The critical path delay for each of the solutions can be
estimated as Tjq . . For the cases of multicycling tar-
get architecture, the critical path delay of the circuit is
calculated as the product of the number of clock cycles
and the maximum propagation delay of any resource in
the specific target architecture. The assignment of the
higher 7},,/x resources for leakage reduction will in-
crease the critical path delay of the target architecture
which can be compensated using chaining and multicy-
cling. The multicycling operation increases the number
of clock cycles in the architecture and chaining can be
incorporated when there are only few operations. The
use of both multicycling and chaining in the architec-
ture ensures execution of the ready operations when a
resource is available for execution.

In the algorithm, locations which do not meet the tim-
ing constraints are discarded and need not be considered
further. This speeds up the proposed algorithm as com-
pared to the original firefly algorithm. In generating a
solution in the proposed flow, a vertex is selected by the
algorithm at random and checked if a less leaky resource
can be assigned in all possible clock cycles and that it
satisfies a time constraint. In the estimation of leakage
power, critical path delay, or LD P, a random thickness

Algorithm 1 The Nature-Inspired Firefly based
Architecture-Level Leakage Optimization.

1: Input: ASAP schedule, ALAP schedule, Mobility Graph,
Multiple-dielectric RTL library,
Resource constraints, Time constraints,
Maximum number of iterations N¢ount.
2: Output: Leakage optimal schedule of DFG, and
Leakage, delay, and area estimates.

3: Initialize light absorption coefficient iign.

4: Initialize attractiveness when the distance is between the
fireflies is zero, Bairact,0-

5: Initialize the coefficient of randomness 7.

6: Initialize the iteration counter as Count < 0;

7: Fix the number of clock cycles N, as the maximum of
the resource-constrained ASAP and resource-constrained
ALAP schedules.

8: Assume target delay as Ty, @S Delaycon X NeX
Delay of the slowest resource in the baseline corner.

9: Generate N fireflies FF;,1=1,2,--- , Np.

10: Generate N solutions .S;. Each solution is a time stamp
in the mobility range and with an allocation and binding
from the available resource R a.:[c][K][t].

11: Estimate the critical path delay or latency of the target
architecture for these solutions .S;.

12: if (TPdST,i > TPdCON) then

13: Discard S; for these ¢’s as time constraint is violated.

14: end if

15: Estimate the L D P; of the available locations S;.

16: Assume luminous intensity Iy, of firefly F'F; as —LDPF;.

17: while (Count < Ncount) do

18:  for (¢ = 1 — Np, other than the discarded S;) do

19: for (j = 1 — N, other than the discarded S;) do

20: if (Im < I¢j) then

21: Calculate distance d;; between S; and S;.

22: Calculate the attractiveness between fireflies
FF; and FF} as Baact (di)-

23: Update location S; using the movement ex-
pression.

24: Evaluate the new solution LD P; and update
the luminous intensity Iy, .

25: end if

26: end for

27:  end for

28:  Rank the fireflies according to the associated L D P val-
ues and update the best intensity value I, .
29:  Update the best location Shes.
30:  Update the counter, Count <— Count + 1;
31: end while
32: return Schedule data flow graph DF'Gg, estimate of
leakage, delay, and area.

is assumed in the range of (T, — AT,,, Tpr + AT,;)
to take nanoscale process variations into account. AT,
is approximately 15% for a monolayer misplacement of



SiOs. As LD P minimization is the objective for spec-
ified resource and time constraints, the luminous inten-
sity I, is assumed as the negative of the LDP. The
algorithm iterates for the specified maximum number
of iterations for the set of fireflies F'F;s/F'F;s with lo-
cations .5;s/S;s which meet the timing constraints in the
previous step. The locations of the fireflies are updated
based on the calculations of the distance and attractive-
ness. The best solution is the one which provided max-
imum /4 for minimal LD P.

5.2. ILP Based Optimization Algorithm

As an alternative and for comparison purposes, this

subsection briefly presents an integer linear program-
ming (ILP) based RTL algorithm to perform LD P min-
imization. It is a fact that ILP has scalability issues due
to its exponential complexity. However, the novel con-
tribution of this paper is not ILP; rather it is the fire-
fly algorithm based RTL optimization. ILP is briefly
presented for a direct comparative perspective. Fur-
ther broad comparison with selected existing low-power
RTL approaches is presented in Section 7.
(a) Objective Function: The objective of the ILP based
RTL algorithm is to minimize the LD P of the whole
DFG over all clock cycles. The objective function can
be expressed in the following manner:

Minimize : LDPprg ©)]
Minimize : Y. >, >, X+ .LDP(i,t).  (10)

where LD P(i,t) is the leakage delay product of Ry, ;
used by vertex v; of the DFG and X; ; . is a binary de-
cision variable.

(b) Uniqueness Constraints: The uniqueness constraints
in the ILP formulations at the RTL ensure that each ver-
tex v; of the sequencing DFG is scheduled in the ap-
propriate clock cycle(s) within the mobility range (AS;,
ALy;) with the resource Ry, ; assignment. Sometimes a
vertex in the DFG can be scheduled for more than one
clock cycle based on the delay of a resource for multicy-
cle operations. The uniqueness constraints of the RTL
ILP formulations are represented as, Vi, 1 < ¢ < V:

> > Xite=L (1)
c t

(c) Precedence Constraints: The precedence constraints
in the ILP formulations at the RTL ensure that for a
vertex v; of the sequencing DFG, all its predecessor
vertices are scheduled in earlier clock cycles and its
successor vertices are scheduled in later clock cycles
to maintain data dependency. The precedence con-
straints of the RTL ILP formulations are modeled as,

Vi, j,v; € Predy;:

AL; AL;
S dXiza—Y > eXjue < -1 (12)

t d=AS; t e=AS,

(d) Resource Constraints: The resource constraints in
the ILP formulations at the RTL guarantee that each of
the clock cycles in the DFG needs resources not exceed-
ing the available number of resources, which are speci-
fied by allocation as a part of resource constraints. The
resource constraints of the RTL ILP formulations can be
enforced as, Vi and Ve, 1 < ¢ < N:

> Xive < Mgy (13)
1€ER .+

The flow of the proposed ILP based RTL optimiza-
tion approach is presented in Algorithm 2. The inputs
to the algorithm are the same as Algorithm 1 in terms
of representation and constraints. For given resource
constraints, the ILP-based algorithm determines a target
architecture RTL description that has minimum LDP.
The resource constraints of the RTL optimization al-
gorithm are expressed as the number of different types
of resources made of transistors of each technology for
dual-T,, or dual-x.

Algorithm 2 ILP Based Architecture-Level Leakage
Optimization.
1: Input: ASAP schedule, ALAP schedule, Mobility Graph,
Multiple-dielectric RTL library,
Resource constraints, Time constraints,
Maximum number of iterations N¢count.
2: Output: Leakage optimal schedule of DFG, and
Leakage, delay, and area estimates.

3: Construct the resource allocation table and available re-
source table based on the specified resource constraints
Rcon of the optimization.

4: Find the number of different resources for each technol-
ogy index t for both dual-75; or dual-~ technology using
the resource allocation table of the above step.

5: Model the RTL ILP formulations of the DFG for the spec-
ified constraints using AMPL.

6: Solve the ILP formulations which are modeled in AMPL
using an ILP-solver to obtain the optimal solution.

7: return Schedule data flow graph DFGg, estimate of
leakage, delay, and area.

6. Nano-CMOS based RTL Component Library

The design of the datapath component library, also
know as RTL library or architecture-level library, uses a



3-level hierarchical approach in the current paper. At
the highest level of hierarchy, RTL, functional units
such as adders, subtractors, multipliers, divider, com-
parator, multiplexer, and register are available. These
RTL units utilize logic level components (logic gates)
which comprise the second level of the hierarchy (logic
level). At the bottom is the CMOS realizations of
these gates which constitute the transistor level or circuit
level. For much higher accuracy of the library the phys-
ical design level (layout) can also used. This section
describes a characterization methodology that is appro-
priate for technology in development, such as sub-65nm
CMOS, and which generates estimates for gate leakage
current and propagation delay that are used by the op-
timization algorithms. The current datapath component
is based on the datapath component library presented by
the authors in [37], but has been extended to different
dielectrics (k) as well as to analytical model format. It
may be noted that the datapath component library cre-
ation along with the HLS phases of the previous sec-
tions provides a complete perspective of generation of
optimal RTL. At the same time this library information
can be used by other researchers in their research works.
In cases in which the datapath or RTL library is pur-
chased from a 3rd party vendor, this library creation is
not necessary. The following subsections discuss the
approaches used at the different levels of abstraction in
a bottom-up fashion.

6.1. CMOS Transistor Level Characterization

At the characterization stage of the digital integrated
circuit design cycle, it is assumed that initial silicon
is available and compact/SPICE models are derived.
The different components of gate-oxide leakage current
manifested during ON and OFF conditions of a NMOS
transistor are depicted in Fig. 5. In the gate-oxide
leakage current components, I,q and Iy are originat-
ing from the diffusions layers, drain and source, respec-
tively, directly to gate region. On the ON state, I ;.4 and
145 are the components from the drain and source dif-
fusions to gate oxide through the active channel. The
quantitative significance of each of the components is
different based on the type as well as the state of the
transistor. The gate to body leakage current component
(I4p) is observed to be minimal as compared to other
components and hence not shown. In a similar man-
ner the various components can be shown for a PMOS
transistor. In addition, the leakage components values
may change depending on the oxide thickness and gate
dielectric. The advantage of using SPICE or an analog
simulator for leakage characterization is that very ac-
curate analysis can be performed within the complete

dynamic range of the transistor operation. The lack of
real-life manufacturing processes with published data is
a challenge for performing such nanoscale leakage char-
acterization. The current paper uses the predictive tech-
nology model (PTM) since it is well accepted by the
research community [38].
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(a) During ON State (b) During OFF State

Figure 5: Gate leakage current flow in the two states of an NMOS
transistor.

6.2. Logic Gate Level Characterization

The leakage analysis for a nano-CMOS logic gate is
more involved than the case of a single transistor: leak-
age is affected by the type of transistors, location of the
transistors, as well as input conditions. As a specific
example, the gate-oxide leakage components are shown
in Fig. 6 for a nano-CMOS based 2-input NAND gate.
The figure depicts the gate-oxide leakage current com-
ponents for the 4 possible input combinations for the
2-input NAND logic. In this figure, the individual leak-
age components such as Iy, Iy, 1404, and 1.5 are not
shown as was the case in Fig. 5, for brevity.
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Figure 6: Leakage current flow the four states of a 2-input NAND
nano-CMOS circuit.



The total gate-oxide leakage current for each of the
MOSFETs is calculated by summing all individual com-
ponents as follows [37, 33]:

ToaMOS 1] = Los[i] + Lgali] + Lges[i] + Lgeal] + Ignil,
(14)
where the index ¢ denotes the i-th MOSFET within
a logic gate. For a specific state, the gate-oxide
leakage for the nano-CMOS based NAND logic gate
ToxN AND, state is calculated by summing the absolute
gate-oxide leakage currents over all MOSFETsSs present
in the logic gate as both positive as well negative gate-
oxide leakage currents contribute towards overall gate-
oxide leakage. For the nano-CMOS based NAND, the
state-specific gate-oxide leakage is the following:
LooNAND, state = D, Hoamoslill. (15
vMOS;

where “state” denotes the operating state of a nano-
CMOS NAND gate based on input conditions.

For each of the four possible states of a 2-input
NAND logic gate (00, 01, 10 and 11), the over-
all gate leakage current (IozNANDOO’ IowNANDOl’

I,,NAND1o> and I, NAND;;> respectively) is calcu-
lated from the above equations. Assuming that all four

states are equiprobable, an average gate-oxide leakage
for the nano-CMOS NAND logic gate is calculated as
follows:

LaNAND = (1) (1.uNANDoo + LoeNANDo:1

+1,:NAND1o + To:NAND11) - (16)

Following the above approach, statewise gate-oxide
leakage and average gate-oxide leakage of other logic
gates can be estimated. The characterization of prop-
agation delay for the nano-CMOS logic gates can be
performed in a similar manner which is not presented
due to lack of space [37]. The characterization results
for AND, NOT, OR and NOR logic gates are presented
in Table 2 and Fig. 7. It is clear that the NAND gate
outperforms all other 2-input gates with respect to to-
tal gate leakage and propagation delay, and hence the
NAND realization is beneficial for low gate leakage ul-
trathin nano-CMOS circuit design.

The accurate calculation of silicon area of a circuit
can be done from its physical design. However, for RTL
optimization it is sufficient for a quick estimate. In the
current paper, the area of a NAND logic gate is calcu-
lated using the following analytical formula [39]:

ARNAND )

ANaAND = kino (1 +4 (nin — 1) p—

WNMos _1)(1
(1 n ( ¥ )( +/3NAND)>, 17

VEinvARNAND

11

Table 2: Gate-Oxide Leakage and Propagation Delay for Various
Nano-CMOS 2-Input Logic Gates.

I, in (Z—i) for logic states Tpa

Toz00 \ Tozo1 \ Loz 10 \ loz11 | inps
NAND2 55.8 | 172.0 35.8 | 247.6 | 256.9
NOR2 102.1 | 128.5 | 121.3 | 246.6 | 378.2
AND2 179.6 | 295.7 | 160.0 | 298.5 | 350.0
OR2 2254 | 179.6 | 171.8 | 297.7 | 340.3
2 I:l Average Glate—Oxide Leellkage Current I(nA/pm)
g 400 (- B Propagation Delay (ps)
§ 350 |-
2 300 |
g
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Figure 7: Gate-oxide leakage and delay for nano-CMOS logic gates.

where Wiy 105 is the width of the NMOS, f is the min-
imum feature size, k;,,,, is the area of minimum size in-
verter, ARxNanD is the aspect ratio of the NAND gate,
Ny, 18 the number of inputs, and Sy an p is the ratio of
PMOS width to NMOS width.

6.3. Register Transfer Level Characterization

In hierarchical modeling it is assumed that datapath
components are constructed using universal logic gates.
In the remainder of the current paper NAND logic gates
will be used as the universal element to realize the RTL
components and therefore the rest of this subsection
will concentrate on the gate level characterization of the
NAND. To address the problem of unknown a priori
probabilities for the internal nodes in the logic netlist
of RTL components, one approach is to simulate the
RTL component designs at the transistor level using the
compact models and SPICE. In order to obtain accu-
rate probabilities, the simulations must use random in-
put vectors of very large length. Considering that each
NAND logic gate comprises of 4 transistors and each
RTL component may contain hundreds or thousands of
gates, it becomes apparent that such simulations are not
expected to complete in a reasonable amount of time



and the design cycle may be lengthened. Therefore the
current paper proposes to estimate the required proba-
bilities via the use of the powerful hardware description
and verification language (HDVL) SystemVerilog.

As a specific simple example, consider the NAND
implementation of a half-adder as shown in Fig. 8.
Structural System Verilog simulations are performed for
combinational design assuming random input vectors a
and b with 10° bits each. From the digital simulations
the probabilities are calculated as shown in the figure.
The total simulation time has been 4.7 sec. However,
a similar SPICE simulation would have taken much
longer time. If equal probabilities for all nets are as-
sumed then the gate-oxide leakage current estimate for
this half adder is the following:

(18)

I,,Res = 9 X IloaNAND

1
= 56X <4) (onNAND(]O + onNAND()l

+1,,NAND 1o + LoeNAND11) »  (19)

where I + Res is the average gate-oxide leakage of a
datapath component, functional unit, or RTL resource.
For the specific 45Snm CMOS technology used in this
paper, I Res = 8292—;‘1, for the above half adder.

0.5
a _>_ d
Sum
:- e
05
b —p— 0.75

Figure 8: A half-adder as NAND netlist with probabilities for a spe-
cific net to be at logic level “1”.

In general, it can be assumed that in a n-bit RTL com-
ponent there are N;,.,; NAND logic gates out of which
N, are in its critical path. The gate-oxide leakage cur-
rent ( oz,Res) of an RTL component is the following:

Niotat

Iom,RCS = Z PriIOINANDiv (20)
i=1

where Pr; is the signal probability for i** 2-input

NAND is logic “1”. I"””N AND, 18 the average gate

leakage current dissipation of the i*"* 2-input NAND,
assuming all states to be equiprobable. Similarly, the
propagation delay of the n-bit RTL component is the

12

dRes = Soict Tray AND,- The sili-
con area of a n-bit RTL component is the following:
ARes = Z?git“’ ANAND, - In this model the effect of
interconnect wires is not considered as the gate-oxide
leakage current is restricted to active devices and does
not contribute on power dissipation in the interconnect.

Using the steps presented above, data are generated
to thoroughly characterize each of the datapath compo-
nents. However, for optimization during RTL synthe-
sis one option is to describe the characterization data
obtained as analytical functions of oxide thickness or
dielectric constant for the use of dual-7,, and dual-x.
The simulated results are plotted and different analyt-
ical functions are fit for gate-oxide leakage, propaga-
tion delay, and area in terms of 7,, and x. The gate
oxide leakage, propagation delay, and silicon area for
different functional units are shown in Fig. 9 with re-
spect to the oxide thickness. The corresponding coeffi-
cients of the curve fitting are provided in Table 3. Us-
ing these models leakage, delay, or area of any resource
can be calculated for specific T,,. Similarly, gate-oxide
leakage and propagation delay of different RTL com-
ponents in terms of dielectric constants is presented in
Fig. 10. The coefficients of corresponding different an-
alytical functions are presented in Table 4. Using these
models leakage, delay, or area of any resource can be
calculated for specific x. Separate analytical models are
not presented for area as the area of resources can be cal-
culated from the same area model which is presented in
terms of T},,. It may be noted that the analytical models
obtained have a correlation coefficient of approximately
0.99. In other words, the analytical models faithfully
represent the simulation data.

following: T,

7. Experimental Results

The algorithm is implemented in C and integrated
into the in-house high-level synthesis framework [5,
27]. AMPL is used to model the RTL ILP formula-
tions and are then solved using LP-Solve. The com-
putational platform for the experiments is an Intel®
quad Xeon® server with 24GB RAM. The algorithm
has been exhaustively tested with several RTL bench-
mark circuits for several constraints. However, the ex-
perimental results presented in this section are for a se-
lected set of circuits and resource-time constraints, for
brevity. Specifically experimental results for the follow-
ing digital signal processing (DSP) benchmark circuits
are presented [5, 27]: (1) Auto-Regressive filter (ARF)
(total 28 nodes, 16*, 12+, 40 edges), (2) Band-Pass filter
(BPF) (total 29 nodes, 10*, 10+, 9-, 40 edges), (3) Dis-
crete cosine transformation filter (DCT) (total 42 nodes,
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Figure 9: RTL unit characterization for different oxide thicknesses.
Table 3: Gate-Oxide Leakage, Propagation Delay, and Area of RTL Components as Analytical Functions of 7o, (nm).
Datapath | I, (pA) = a e"Toe/) 4 | T,y(ns) = % + as A(nm?) = aTo, + 3
Components o \ a \ b ai \ as 153 0 « \ 153
Adder 0.10 | 24.82 0.08 -7.37 64.47 | 1.36 | 7.24 | 0.45 x10% | 0.74 x10%
Subtractor | 0.10 27.76 0.09 -7.37 64.47 | 1.36 | 7.24 | 0.50 x10% | 0.83 x103
Multiplier | 0.10 | 331.62 1.09 -11.75 | 102.74 | 1.36 | 7.24 | 6.07 x10% | 9.92 x10°®
Divider 0.10 | 510.89 1.68 -39.93 | 349.12 | 1.36 | 7.24 | 9.35 x10% | 15.28 x10®
Register 0.10 19.70 0.06 -8.63 75.48 | 1.36 | 7.24 | 0.36 x10% | 0.58 x10%
Multiplexer | 0.10 16.77 0.05 -0.41 3.66 | 1.36 | 7.24 | 0.30 x10% | 0.50 x108
Comparator | 0.10 | 58.83 0.19 -9.47 82.82 | 1.36 | 7.24 | 1.07 x10% | 1.76 x10°

13*, 29+, 68 edges), (4) Elliptic-Wave filter (EWF) (to-
tal 34 nodes, 8%, 26+, 53 edges), (5) Finite impulse re-
sponse filter (total 23 nodes, 8*, 15+, 32 edges), and
(6) MPEG motion mector (MMV) (total 32 nodes, 14*,
14+, 2 Load, 2 Store, 29 edges).

The algorithm was applied on various RTL bench-
mark circuits for both dual-T,, and dual-x approaches.
For the dual-T},,, approach the gate-oxide leakage is cal-
culated for single thickness of 1.4 nm as the base case
value from the BSIM4 model with supply voltage V4
= 1 V. For dual-T,, approach, thicknesses 1.4 nm and
1.7 nm are considered. Similarly, for the dual-x ap-
proach the base case gate-oxide leakage is calculated
using SiOs as the dielectric. For dual-x, a dual dielec-
tric pair SiO2(k = 3.9) - SigNy(x = 7) is considered with
the gate oxide thickness for both low-x and high-« re-
sources a constant 1.4 nm. The experiments are per-
formed for single cycle and multicycling operations of
the datapaths. The 3-dimensional design exploration by
the algorithm before converging to an optimal solution
is shown in Fig. 11 for selected DSP benchmark cir-
cuits. As evident, the algorithm widely iterates in the
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design space and does not get stuck in local minima.
Based on the resource and time constraints any point
in the design space is a solution. The points in the 3-
D space represent a number of design alternatives for
the datapath during each iteration of the algorithm. The
time for the convergence of the algorithm is in the range
of 3 min to 5 min in the specific computational platform.
A selected set of resource constraints is shown in Table
5.

A selected specific set of results for specific resource
and time constraints for the RTL benchmark circuits is
presented in Table 6. The experimental results take into
account the gate-oxide leakage, propagation delay, and
area of functional units, interconnect units, and stor-
age units present in the target architecture. For a dual-
T, approach the percentage reduction in leakage is cal-

Pezsp=Pacr ) 100%,

The percentage area overhead is calculated as follows:
AA= (%) 100%. For a dual-x approach re-
duction in gate-oxide leakage is calculated as follows:

culated as follows: AP,,



Table 4: Gate-Oxide Leakage and Propagation Delay of RTL Components as Analytical Functions of .
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Figure 11: Plots of leakage, propagation delay and area for different benchmark integrated circuits for RTL design space exploration.

PozSK_PowDK

AP,, - ) 100%. The critical path de-
ox SK

lay (T}q) of the target architecture is the sum of the de-
lays of the vertices in the longest path of the sequenc-
ing DFG for single cycle case and number of clock cy-
cle times the slowest delay resource for multicycling-
chaining case. The delay trade-off factor (DTF) is
used to represent various time constraints for the ex-
periments. For brevity for each time constraint, results
averaged over the resource constraints are presented as
power and performance trade-offs are more important in
the design exploration space than the area in the current
scope of this research.

As evident from the results, for dual-75,,, the gate
leakage reduction for all ranges is between 58 % - 89 %.
The area penalty is ranging from 7 % to 35 % for dif-
ferent timing constraints specified in the experiments.
For dual-x, the gate leakage reduction for all ranges
is between 62 % - 94 %. The area penalty for dual-
k is in the range of 5 % to 37 %. It is observed from
the results that the area penalty increases with reduc-
tion of the gate-oxide leakage for a dual-7,, approach.
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The variation in area with the dual-« approach is due to
the allocation of more resources. Overall average area
penalty is 14.13 % for dual-T,, technique and 15.14 %
for dual-~ technique. The delay penalty for both dual-
T, and dual-x has been in the range of 0 % to 30 %. It
is observed that the extent to which gate-oxide leakage
reduction happens increases as the number of available
high-T,,, or high-x resources increases. The results av-
eraged over the different resource and time constraints
are presented in Fig. 12 for both techniques used in the
firefly algorithm. Different benchmark circuits based on
different types and number of operations and accord-
ingly resources needed to implement them yielded di-
verse results. The reduction for the FIR circuit is highest
whereas for the EWF circuit lowest. The reduction ob-
tained from the dual-x approach is more than that from
the dual-T,,, in the range of 1% to 4 %. It may be noted
that the delay and area overheads have been presented
in the range of experiments between various constraints
and benchmarks. A design engineer can make design
decisions based on the power, delay, and area trade-offs



Table 5: Selected Resource Constraints used in the Experiments.

Number of Resources for Various Oxides Resource

Multiplier Adder Subtractor Constraint
Low-To./k | High-T,./k | Low-T,,/r | High-To./k | Low-To,/k | High-T,, /x No.
1 1 2 0 2 0 RCl1
2 1 1 1 1 1 RC2
2 0 0 2 0 2 RC3
3 0 1 1 1 1 RC4

Table 6: Gate-Oxide Leakage Reduction for Various Benchmarks using Dual-T, . or Dual-x Approaches.

Benchmark Delay Dual-T,, (For k = 3.9) Dual-« (For T,, = 1.4nm)
Digital Trade-off | Poypr | Tpdpr | DPoz | AA | Powpre | Tpdpx | APor | AA
Circuits Factor (uW) (ns) (%) | (%) | (uWV) (ns) (%) | (%)
Base Case P,; = 6618.2 uW, T},4 =308.9 ns, A =15293.7 qu
1.0 1628.1 308.9 75.3 7.6 | 1321.7 308.9 80.0 8.2
ARF 1.1 1600.5 | 3294 75.8 7.8 | 1321.7 308.9 80.0 8.6
1.2 1231.5 | 362.2 81.3 7.6 930.1 360.4 85.9 8.4
1.3 890.2 | 3744 86.5 7.8 930.1 360.4 85.9 8.6
Base Case P, = 5222.4 uW, T,,4 =290.1 ns, A =9798.2 qu
1.0 1215.8 | 290.1 76.7 | 31.6 969.8 290.1 814 | 324
BPF 1.1 1184.9 | 310.7 77.3 | 31.6 969.8 290.1 814 | 324
1.2 8159 | 3435 84.3 | 30.1 578.1 341.7 88.9 | 30.6
1.3 788.3 | 364.0 84.9 | 30.1 574.7 373.9 88.9 | 31.2
Base Case P,; = 5941.6 uW, T),q = 308.9 ns, A = 8474.54 1m?
1.0 1644.2 | 308.9 72.3 9.2 | 1380.3 308.9 76.7 | 10.5
DCT 1.1 1589.0 | 308.9 73.2 | 33.1 | 1351.0 308.9 77.2 | 37.0
1.2 1330.5 | 341.7 77.6 7.6 | 1351.0 308.9 77.2 8.2
1.3 1330.5 | 341.7 77.6 9.2 | 1047.3 360.4 82.3 | 10.5
Base Case P,; = 3895.4 uW, T, = 498.4 ns, A = 6080.0 pm?
1.0 1636.2 | 498.4 57.9 7.0 | 1497.5 498.4 61.5 5.0
EWF 1.1 1267.2 | 531.2 67.4 | 35.0 | 1468.2 530.6 62.3 | 33.2
1.2 870.6 | 584.5 77.6 7.0 | 1076.6 582.2 72.3 8.7
1.3 8154 | 646.2 79.0 7.6 684.9 633.7 824 94
Base Case P,; = 3572.9 uW, T4 =303.0 ns, A = 15845.5 qu
1.0 796.7 | 2824 77.6 8.6 626.3 303.0 824 8.8
FIR 1.1 769.1 323.5 78.4 8.6 626.3 303.0 824 8.9
1.2 7415 | 344.1 79.2 9.8 234.7 354.5 934 | 10.2
1.3 400.1 356.3 88.7 9.7 205.3 386.8 94.2 9.3
Base Case P,; = 3468.5 uW, T,,; =486.0 ns, A =7582.4 um2
1.0 957.3 | 486.0 724 7.5 804.6 486.0 76.8 | 10.2
MMV 1.1 929.5 | 532.6 73.2 8.8 780.3 530.4 77.5 | 104
1.2 884.3 | 578.2 74.5 | 10.2 717.9 576.2 79.3 | 12.6
1.3 742.1 | 627.8 78.6 6.7 624.2 625.3 82.0 9.5
and has the choice of not picking the high overhead so- Fig. 13. The average reduction in gate leakage for

lutions.

For a comparative perspective of the firefly algorithm
with the widely used integer linear programming (ILP)
approach, the average results are presented for ILP in
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the benchmark circuits is similar to the results obtained
from the firefly algorithm. The ILP results are only 2 %
to 5 % better than that of the firefly algorithm for both
dual-T,, and dual-x approaches. However, the formu-



—02

1x10 T T T T
04 L Adder mm— ]
? Ix10 Subltractor—
0) 06 1 Multiplier =— |
g o Divider —
2 =08 [ Comparator e |
2 1x10 Register ——
E 1;(10_10 - Multiplexer — ]
H 1x10” 2 F
§ 1x10- 4
2 1x10 10
O _
1x107 185
" /___,_/
o7l /
TIXIO //"’ Adder m—
o) Subtractor ——
b Multiplier ——
2 C Divi(}[ler—
£y 08 L OmMparator me—— |
i Ix10 Register —
= CXCI e
= r———’_’_—M
[_‘Q-
~09 . , . .
1x10 0 5 10 15 20 25
Kk ——P

(b) Propagation Delay Characterization

Figure 10: RTL unit characterization for different dielectrics.

lation of the ILP for larger circuits is more complex than
the firefly metaheuristic as ILP complexity increases ex-
ponentially with the number of vertices of the DFGs.
Convergence of the ILP algorithm was an issue in many
instances of resource and time constraints. On the other
hand, the firefly based algorithm converges to solutions
much faster, in the range of 55% to 70%, even for large
size circuits with large DFGs as evident from Fig. 14.
The plot represents the time of convergence in the com-
putational platform averaged over various resource and
time constraint cases used in the experiments.

The firefly based algorithm is further experimented
with for different types of datapath operations as well
as different datapath components. For multicycling and
chaining operations of the datapath with a dual-75,, ap-
proach it is observed that the gate-oxide leakage re-
duction ranges from 30.5% to 91.1%. For these cases
the area penalty of the target architecture ranges from
4.80% to 28.67% for different time constraints. One im-
portant observation is that there is a drastic reduction in
delay for multicycling and chaining operations as com-
pared to single cycle operation. The trend of the dual-x
approach also is observed to be similar. In another set
of experiments, the datapath components were charac-
terized for a supply voltage of V4 = 0.7 V. In this set
of experiments the gate leakage reduction is lower than

16

100

—— Dual-T,y === Dual-k

90

80 I~

ﬂ ﬂ
60

A

Average % Reduction of Gate Leakage

FIR MMV
Figure 12: Average results for firefly based algorithm showing com-
parison of Dual-T,, and Dual-x for various RTL benchmark DSP
circuits.
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Figure 13: Average results for integer linear programming (ILP) based
algorithm showing comparison of Dual-T5, and Dual-« for various
RTL benchmark DSP circuits.

that of the 1 V supply voltage case. For both dual-T5,,
and dual-x approaches the reduction in the gate leakage
decreased by 4 % to 17 %. This can be attributed to the
fact that the gate-oxide leakage reduces with V.

For a direct comparison, the results of the firefly
based RTL optimization of the current paper are consid-
ered along with the results of the simulated annealing
based RTL optimization [25]. The firefly based opti-
mizations converged much faster, in the order of 40% to
60% for most of the benchmark circuits as compared to
the simulated annealing based RTL optimization as ob-
served from Fig. 14. Direct comparison results for the
various benchmark circuits averaged over various re-
source and time constraints are presented in Table 7 for
the dual-T,, technique. From the results it is observed
that for the same delay trade-off factor the percentage
leakage reductions from the firefly based optimization
as well as the simulated annealing based optimization
are the same for the different benchmark circuits. How-
ever, the area penalty in the case of firefly based algo-
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Figure 14: Average convergence time for 3 algorithms for different
benchmark DSP circuits.

rithm was lower compared to the simulation annealing
based optimization results: 12.7 % lower when aver-
aged across all benchmarks. Moreover, the firefly opti-
mization converged much faster as compared to the sim-
ulated annealing optimization for all benchmark circuits
and it is 51.4 % faster when averaged across all bench-
marks.

The firefly algorithm of the current paper converges
faster and had leakage reduction exceeding 80 % on
an average. A direct and fair comparison with prior
research is difficult due to different scopes, different
benchmarks, different constraints, different technology
nodes, etc. Hence, a broad comparison with other re-
lated research is now presented to provide a comparative
perspective. Dynamic power reduction using dual-Vq4
techniques results in power reduction of 34 % to 46 %
with 50 % delay penalty [40]. Subthreshold leakage re-
duction in the range of 8.4 % to 21.6 % is possible using
the technique in [17]. The particle swarm optimization
(PSO) in [12] does not explicitly target leakage as the
current paper does. The leakage reduction in the current
paper is much more significant as compared to the dual-
V1, based leakage reduction of [8], however due to use
of different benchmarks these results can not be used
for a direct comparison. The current paper presents a
new algorithm as compared to the heuristic algorithm
of [37] and also considers area as an explicit dimension
in the design exploration process. The gate-oxide leak-
age technique in [22] is presented at logic level as com-
pared to RTL of the current paper. However, in terms
of the percentage reduction the results are comparable.
A comparison of the percentage reduction of a selected
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existing low-power RTL techniques is presented in Ta-
ble 8. It is evident that the leakage reduction from the
firefly approach far exceeds other similar research.

8. Conclusions and Future Research

The current paper presented a firefly based optimiza-
tion algorithm for leakage, delay, and area trade-offs
at the architectural level during high-level synthesis.
The proposed approach performed scheduling, alloca-
tion, and binding to generate low leakage RTL. Both
dual-T,, and dual-x approaches were explored for leak-
age optimization under resource and time constraints.
The experimental results proved that both techniques
are quite effective. The use of dual-x is proven to
be more effective than the dual-T,, approach for gate-
oxide reduction and trade-offs. The results obtained
with the proposed RTL optimization flow outperformed
other architecture level leakage reduction works avail-
able in the literature when compared in terms of per-
centage reduction. The leakage reduction due to dual-
Ty, or dual-x far exceeds the widely known dual-Vy,
technique. However, both dual-7,, and dual-x may
need additional steps during the fabrication of the in-
tegrated circuit. The firefly algorithm converges faster
and yields results as good as ILP even for larger cir-
cuits. It is possible to use dual-T,, and dual-x together
[33]. However, the fabrication cost of such integrated
circuits will be much higher as compared to dual-75,,
only or dual-x only technology. At the RTL, the use of
dual-T},, and dual-x together leads to a power savings
increase by 10% to 20%, as compared to dual-7},, only
or dual-x only technology for similar time constraints.
It may be noted that the use of the dual-7,, or dual-x
technology even though is considered for gate leakage
optimization in the current paper may have impact on
other forms of nanoscale leakage such as subthreshold
leakage. Future extensions of the research of the cur-
rent paper will involve total leakage power including the
subthreshold leakage as well as junction leakage in ad-
dition to the gate leakage. Future optimization will ac-
count for process variations in the performance metrics
of the integrated circuits at the RTL through statistical
modeling. Moreover, future research of the firefly al-
gorithm will be extended to analog circuits as well as
emerging technology based digital circuits.
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Table 7: Direct Comparison of Firefly and Simulated Annealing Optimizations.

Bench- Delay Firefly Optimization (Current Paper) Simulated Annealing Optimization ([25])
mark | Trade-off Leakage Area Running Leakage Area Running
Circuits Factor Reduction (%) | Penalty (%) | Time (Sec) | Reduction (%) | Penalty (%) | Time (Sec)
ARF 1.15 79.7 7.7 230 79.7 8.6 395
BPF 1.15 80.8 30.8 240 80.8 31.7 430
DCT 1.15 75.2 14.7 350 75.2 20.7 865
EWF 1.15 70.5 14.1 235 70.5 16.2 530
FIR 1.15 81.0 9.2 180 81.0 9.4 390
MMV 1.15 74.7 8.3 260 74.7 8.6 560
Table 8: A Broad Comparative Perspective with Existing Low-Power RTL Optimization Techniques.
Research — | Dynamic [40] | Subthreshold [17] | Gate-Oxide [37] | Gate-Oxide (Current Paper)
Technique — Multi-Vgq) (Multi-Vip) Multi-T,,) Multi-T,,)
Benchmark AP | AT,q | AP ATpq AP ATpq AP ATpg
Circuit (%) | (%) | (%) (%) (%) (%) (%) (%)
ARF 46.1 50.0 8.4 NA 61.7 23.0 79.7 15
EWF 357 | 50.0 19.7 NA 66.8 5.8 70.5 15
FIR 41.3 50.0 | 21.6 NA 63.0 124 81.0 15

sions of this archival journal paper have been presented
in the following conferences: [25, 41].
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