
Statistical DOE-ILP Based
Power-Performance-Process (P3) Optimization of

Nano-CMOS SRAM

Saraju P. Mohanty1, Jawar Singh2, Elias Kougianos3, and
Dhiraj K. Pradhan4

NanoSystem Design Laboratory (NSDL), University of North Texas, USA.1,3

Department of Electronics and Communication Engineering,
Jaypee University of Engineering and Technology, India.2

Department of Computer Science, University of Bristol, UK.4

Abstract

As technology continues to scale, maintaining important figures of merit of Static Random
Access Memories (SRAMs), such as power dissipation and an acceptable Static Noise Mar-
gin (SNM), becomes increasingly challenging. In this paper, we address SRAM instability
and power (leakage) dissipation in scaled-down technologies by presenting a novel design
flow for simultaneous Power minimization, Performance maximization and Process varia-
tion tolerance (P3) optimization of nano-CMOS circuits. 45nm and 32 nm technology node
standard 6-Transistor (6T) and 8T SRAM cells are used as example circuits for demonstra-
tion of the effectiveness of the flow. Thereafter, the SRAM cell is subjected to a dual thresh-
old voltage (dual-VTh) assignment based on a novel statistical Design of Experiments-
Integer Linear Programming (DOE-ILP) approach. Experimental results show 61% leakage
power reduction and 13% increase in the read SNM. In addition, process variation analy-
sis of the optimized cell is conducted considering the variability effect in twelve device
parameters. To the best of the authors’ knowledge, this is the first study which makes use
of statistical DOE-ILP for optimization of conflicting targets of stability and power in the
presence of process variations in SRAMs.

Key words: Nanoscale CMOS, Process-variation aware design, Low-Power design, Static
random access memory, Design of Experiments, Integer Linear Programming.

Email address:saraju.mohanty@unt.edu1,
jawar.singh@jiet.ac.in2, elias.kougianos@unt.edu3,
pradhan@compsci.bristol.ac.uk4 (Dhiraj K. Pradhan4).

Preprint submitted to Elsevier



1 Introduction and contributions

SRAM is a volatile memory that retains data bits as long as power is being sup-
plied. It provides fast access to data and is very reliable. Degraded bitcell currents
and leakages, and poor SRAM bitcell noise margins, when a large number of de-
vices are integrated into a single die, result in process anddesign variability which
in turn leads to a great loss of parametric yield [1]. A sufficiently large Static Noise
Margin (SNM), reduced power consumption and a process variation tolerant cir-
cuit are needed in order to prevent substantial loss of parametric yield caused by
the technology scaling induced side effects. Thus, the operations of SRAM have
become very critical with the advancement of CMOS technology. In this section,
we discuss the importance of the factors that have been considered for optimization,
and present the motivation behind the research presented inthis paper. By reducing
the power consumption significantly, and maximizing the static noise margin we
can increase the efficiency and reliability of the SRAM cell.However, the SRAM
cell becomes susceptible to process variation at lower supply voltages which in
turns decreases its noise handling capacity.

SRAM arrays are widely used as cache memory in microprocessors and Application-
Specific Integrated Circuits (ASICs) and occupy a large portion of the die area.
Large arrays of fast SRAM help to improve the performance of the system. Thus,
balancing these requirements is driving the effort to minimize the footprint of
SRAM cells [1].

Power dissipation: Embedded systems, particularly those targeted towards low duty
cycles and portable applications (e.g. mobile phones), require extremely low energy
dissipation as they are typically battery powered. In such systems, a significant
amount of power is consumed during memory accesses, which affects the battery
life. Hence, efficient active and leakage power saving SRAM designs need to be
explored for higher reliability and longer operation of battery powered systems.
Different design methods have been proposed, such as decrease in supply voltage,
which reduces the dynamic power quadratically and reduces the leakage power
linearly [2]. However, with technology scaling, leakage current increases exponen-
tially and reliability is affected significantly due to poorstability noise margins and
process variation. These technology scaling-induced sideeffects are further exac-
erbated by reduced supply voltage introduced in order to achieve energy efficiency.
Figure 1 shows the comparison of normalized read Static Noise Margin (SNM) and
leakage current of a 6T SRAM cell for different technology nodes. The minimum
feature sized devices with cell ratio (β =2) is used for simulation using the Predic-
tive Technology Model (PTM) [3]. It can be seen from Figure 1 that the read SNM
of a 6T SRAM cell is gradually decreasing with technology scaling, while the leak-
age current is exponentially increasing. Moving from the 132 nm to the 32 nm tech-
nology node, there is 55% reduction in the read SNM while there is 86% increase
in leakage current. Therefore, alternative cell topologies or optimization method-
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ologies are needed for nano-regime technologies that provide low standby power
(leakage) and higher stability margins (SNM). Along this line, several SRAM cell
topologies have been proposed in the recent past to address the ultra-low power
requirements [4–8]. Hence, in this paper, standard 6T and 8TSRAM [6,7] cells are
used as baseline circuits for optimization.
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Fig. 1. Comparison of read SNM and leakage current of standard 6T SRAM bitcell for
different technology nodes.

Performance: SNM can serve as a figure of merit in stability evaluation of SRAM
cells. The read SNM is defined as the minimum DC noise voltage which is required
to flip the state of the SRAM cell [9] during the read operation. It is measured as
the length of the side of the largest square that fits inside the lobes of the butterfly
curve of the SRAM. Thus, in this paper we treat the SNM as a measure of perfor-
mance. The SNM of even defect-free cells is gradually declining with technology
scaling, as shown in Figure 1. SRAM cells with compromised stability can limit the
reliability of on-chip data storage making it more sensitive to transistor parameter
shift with aging, voltage fluctuations and ionizing radiation [1]. Detection and cor-
rection/repair of such cells in modern scaled-down SRAMs becomes a necessity.

Process Variation: Millions of minimum-size SRAM cells are tightly packed mak-
ing SRAM arrays the densest circuitry on a chip. Such areas onthe chip can be
especially susceptible and sensitive to manufacturing defects and process varia-
tions [1]. Variations in the device parameters translate into variations in SRAM
attributes, such as power and stability. Under adverse operating conditions, such
SRAMs may inadvertently corrupt the stored data. In SRAMs, it is observed that as
the supply voltage is reduced, the sensitivity of the circuit parameters to the process
variation increases [10]. For system integration, SRAM must be compatible with
subthreshold combinational logic operating at ultra-low voltages. However, this
leads to increase in sensitivity to parameter variability.This problem will worsen in
nanometer technologies with ultra-low voltage operation and makes SRAM design
and stability analysis more challenging. The variations inthreshold voltage (VTh) of
SRAM cell transistors due to random dopant fluctuations is the principal reason for
parametric failures. The threshold voltage variation is related to the device geome-
try (length, width and oxide thickness) and doping profile. Equation 1 shows how

3



the threshold voltage standard deviation (σVTh
) varies with the gate oxide thickness

(Tox), the channel dopant concentration (Nch) and the channel length (L) and width
(W ) [11]:

σVTh
=

(

4
√
4q3ǫSiφB

2

)

(

Tox

ǫox

)

(

4
√
Nch√
WL

)

, (1)

whereφB = 2 κBT ln(Nch/ni) with Nch the channel dopant concentration,κB

Boltzmann’s constant,T the absolute temperature,ni the intrinsic carrier concen-
tration,q the elementary charge, andǫox andǫSi the permittivity of oxide and sili-
con, respectively. The above expression is consistent withobservations thatσVTh

is
inversely proportional to the square root of the device area.

In order to address the above issues, we propose a methodology involving power
and performance optimization in the presence of process variations in SRAM cells.
However, it is a non-trivial task to simultaneously maintain reduced power dissi-
pation, improved performance (which is SNM in this paper) and process variation
tolerance. Thedistinct contributions of this research are as follows:

(1) A novel design flow for simultaneous Power-Performance-Process variation
(P3) optimization in nanoscale SRAMs is introduced.

(2) 45 nm standard 6T and 8T SRAM cells are subjected to the proposed method-
ology.

(3) For P3 optimization of the 6T and 8T SRAM cells, we proposea novel statis-
tical Design of Experiments (DOE) - Integer Linear Programming (ILP) based
approach. It achieved 61% power reduction and 13% SNM increase.

(4) Process variation analysis of the optimal SRAM is conducted considering
twelve device parameters and demonstrates the robustness of the design.

(5) The proposed methodology for P3 optimization and DOE-ILP approach is
also tested on the 32 nm technology node based 6T and 8T SRAM cells.

The notations and definitions used in this paper are given in Table 1. The rest of
the paper is organized in the following manner: Related prior research is discussed
in section 2. Section 3 presents the proposed P3 design flow for SRAM cell opti-
mization. The baseline SRAM design and its operation, are discussed in section 4.
Section 5 highlights the statistical DOE-ILP step of the P2 design flow. This is
followed by conclusions and future research in section 6.

2 Related Prior Research in SRAM

Several design and optimization methodologies have been presented in the cur-
rent literature addressing the nanoscale challenges of SRAM circuits. A high-level
overview of a selected subset relevant to this work is presented in Table 2.
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Table 1
Notation and definitions used in this paper.

DOE : Design of Experiments

ILP : Integer Linear Programming

P2 : power and performance

P3 : power, performance and process variation

SNM : Read static noise margin

VTh : threshold voltage

µPWR, σPWR : mean and standard deviation of power of SRAM cell

µSNM , σSNM : mean and standard deviation of SNM of SRAM cell

τPWR : designer defined constraint for power

τSNM : designer defined constraint for SNM

SµPWR
, SσPWR

: solution sets for mean and standard deviation of power

SµSNM
, SσSNM

: solution sets for mean and standard deviation of SNM

Sobj : final objective set

SPWR : solution set for powr consumption of SRAM cell

SSNM : solution set for SNM of SRAM cell

∩ : set intersection operator

VN : static noise voltage source

VDD : supply voltage

Vaux : auxiliary function

µ, σ : mean and standard deviation (Gaussian distribution values)

µbaseline, σbaseline : Gaussian mean and standard deviation for baseline desgin

Pdyn : dynamic power consumption

Psub : subthreshold power

Pgate : gate-oxide power

Ptotal : total power consumption

Idyn : dynamic leakage

Isub : subthreshold leakage

Igate : gate-oxide leakage

Itotal : total current
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Table 2
Comparison of related research in SRAM

SRAM Power SNM Tech. Research

Research Value % Reduction Value % Increase Node Techniques

Agrawal [12] – 160 mV 65 nm Modeling based approach

(approx.)

Liu [13] 31.9 nW 300 mV 65 nm Separate data

(leakage) access mechanism

Kulkarni [10] 0.11µW 78 mV 130 nm Schmitt Trigger

(leakage)

Lin [2] 4.95 nW 310 mV 32 nm Separate read mechanism

(standby)

Bollapalli [14] 10 mW – 45 nm Separate word line groups

(total)

Azam [15] 63.9µW vs 44 % 299 mV 45 nm Separate read/write

44.4µW (total) assist circuitry

Singh [16] – 28 % – 53-61 % 65 nm Two-port 6T-SRAM

(total) and multiport capabilities

Thakral [17] 100.5 nW 50.6 % 303.3 mV 43.9 % 45 nm DOE-ILP

Nalam [18] – 10-15 % – 10-15 % 45 nm Two-phase Write and

(leakage) Split Bitline Sensing

Amelifard [9] – 53.5 % – 43.8 % 65 nm DualVTh andVTox

Singh [19] – 305 mV 65.9 % 65 nm Subthreshold 7T-SRAM

This Paper

1.64 nW 60 % 143.9 mV 4 % 6T, 45 nm

Statistical DOE-ILP
(leakage)

2.85 nW 61 % 318.2 mV 13 % 8T, 45 nm

1.81 nW 53 % 81.4 mV 13 % 6T, 32 nm

2.34 nW 55 % 222.4 mV 12.7 % 8T, 32 nm

The stability of the SRAM cell in the presence of random fluctuations is analyzed
using a modeling based approach in [12]. In [14] the authors quote only the reduced
power dissipation. In [10], a Schmitt-trigger based SRAM isproposed which pro-
vides better read stability, write ability and process variation tolerance compared
to the standard 6T SRAM cell. A 9-transistor SRAM cell is proposed in [2], which
increases the stability and reduces power consumption compared to the traditional
6T SRAM. A method is presented in [9,20], based on dual-VTh and dual-Tox as-
signments, for low power design of SRAM while maintaining performance. In [21]
a compact model of critical charge of a 6T SRAM cell is presented for estimat-
ing the effects of process variations on its soft error susceptibility. In [16] the au-
thors have presented a different design methodology of two-port 6T SRAM with
multiport capabilities. In [18] the authors have explored power (only leakage) and
SNM parameters using two phase write and split bitline differential sensing. In
[17], a DOE-ILP based methodology is proposed for dual-VTh assignment with-
out accounting for process variations, which is important for nanoscale CMOS. In
[15] an SNM enhancement technique is presented that resultsin undisturbed stor-
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age nodes but this achievement comes at the expense of additional transistors. In
[22], the effect on performance and yield of the SRAM cell hasbeen presented
from BEOL (Back-end-of-line design) lithography effects,which is important in
terms of manufacturing of the SRAM chip. The authors in [19] have presented a
7T SRAM topology, which is suitable for low voltage applications and it is also
tolerant to read failures.

This archival journal paper is based on our conference publication [23]. The jour-
nal paper includes considerable additional material, suchas functional simulation
analysis of standard 6T and 8T SRAM cells (different than thepreviously published
one) for different nano-CMOS technology nodes.

3 The Proposed Methodology for P3-Optimal Nano-CMOS SRAM

The proposed design flow to achieve P3-optimal design of both6T and 8T SRAM
circuits is shown in Algorithm 1 in pseudo-code form.

Algorithm 1 P3-optimal design methodology for nano-CMOS SRAM

1: Input: SRAM topologies (6T and 8T cells) and technology nodes (45 nmand
32 nm).

2: Output: P3 optimized (power minimization, performance maximization and
process variation tolerant) SRAM cell.

3: Perform the baseline design of the SRAM cells.
4: Measure power and performance of baseline SRAM cells.
5: Goto Algorithm 2 for optimizing baseline SRAMs.
6: Re-simulate SRAM cells to obtain P2 (power minimization andperformance

maximization) SRAM cells.
7: Perform process variation characterization of SRAM cell using device param-

eters (in this case 12 device parameters).
8: Obtain P3 optimal SRAM cells.
9: Construct SRAM array to observe the feasibility of the SRAM cells.

The input to the proposed design flow is baseline SRAM cells which refer to the 6T
and 8T SRAM circuits with nominal sized transistors for a specified technology.
Maintaining an acceptable SNM as well as reduced power consumption embedded
SRAMs, while scaling the minimum feature size and supply voltages of system-
on-a-chip (SoC) is a very challenging task. There are various ongoing research
works which discuss techniques to reduce power consumptionsuch as dual-VTh,
dual-VDD, etc. In this paper, we adopt the process-level technique called dual-VTh.
Thus, in order to achieve the optimized nano-CMOS circuit wehave measured
power and SNM values simultaneously using Design of Experiments (DOE). The
idea is that leakage is a major component of the total power for the nano-CMOS.
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Hence, by reducing power through the dual-VTh technique we achieve reduction of
total power along with noticeable improvement in performance.

The research problem here is defined as the selection of transistors for highVTh

assignment. Further, the assignment is done in such a way that along withthe
power reduction, the performance metric (i.e. SNM) should not be compromised.
To address this research problem of choosing the correct transistors for high-VTh

assignment we propose anovel statistical Design of Experiments-Integer Linear
Programming (DOE-ILP) methodology(Algorithm 2). Design of experiments or
experimental design is the concept of purposeful changes ofthe inputs in order
to study the corresponding changes in the output. A completefull factorial design
matrix with two level settings per parameter (low and high voltage threshold) forn
transistors would require2n total runs (26 for the 6T cell and28 for the 8T cell). In
order to expand the applicability of this approach to large circuits, we followed a
Taguchi screening methodology, instead [24]. Taguchi designs are orthogonal with
respect to the main effects (in this case the threshold voltages) but contain aliased
second order interactions. Since we are subsequently applying ILP techniques, this
is not a serious limitation. The implementation of a 2-LevelTaguchi design matrix
helps in substantially faster optimization time while maintaining good accuracy of
the results. Further, ILP combined with DOE is useful for optimizing the linear ob-
jective function subject to constraints and to obtain a bound on the optimal value to
solve the predictive equations that are formed using DOE. This combined approach
has the potential to handle large circuits for optimizationin reasonable time.

Once we obtain the P2 optimized SRAM circuit we perform process variation,
where variability is considered in 12 device parameters. Detailed discussion is pro-
vided in section 5. After successfully performing the abovesteps we achieve the
target, that is a P3 optimal SRAM cell.

Let us discuss the theory behind the ILP formulations presented in this paper (fig-
ure 2). The idea is that the baseline mean (µbaseline) of the quantity (power or SNM)
under consideration needs to be shifted left or right depending on whether it should
be minimized (µminimized) or maximized (µmaximized). Also, the baseline standard
deviation (σbaseline) of the quantity (which is a measure of the spread) needs to be
minimized toσminimized.

4 Design and Modeling of Baseline SRAM Circuits

A typical SRAM cell uses two cross-coupled inverters forming a latch and access
transistors. The access transistors enable access to the cell during read and write
operations and provide cell isolation during the not-accessed state. An SRAM cell
is designed to provide non-destructive read access, successful write capability and
data storage (or data retention) for as long as the cell is powered.
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Fig. 2. Variation tolerant optimization of the SRAM.

4.1 Baseline SRAM Design for 45 nm and 32 nm CMOS

In general, the cell design must strike a balance between cell area, robustness,
speed, leakage and yield [1]. Smaller cells result in a smaller array area and hence
smaller bit line and word line capacitances, which in turn helps to improve the
access speed performance. Reducing the transistor dimensions is the most effec-
tive means to achieve a smaller cell area. However, transistor dimensions cannot
be reduced indefinitely without compromising the other parameters. For instance,
smaller transistors can compromise the cell stability. Often, performance and sta-
bility objectives restrict arbitrary reduction in cell transistor sizes. Similarly, cell
area can be traded off for special features such as improved radiation hardening or
multi-port cell access.

The baseline standard 6T and 8T cells are shown in figure 3 (a) and (b), respectively.
The standard 6T cell topology has been most commonly used in the industry, while
8T has received great attention in the recent past, as low-power substitute with sig-
nificant improvement in the read the SNM as compared to the 6T cell[6,7]. In a
standard 6T cell, both read and write operations are performed via the same pass
gate access transistors (i.e. M5 and M6) as shown in figure 3 (a). As a result, there
is always a conflicting read and write requirement, since, wecan not simultane-
ously optimize both devices for read and write operations. Hence, the standard 6T
cell has low read SNM which further diminishes with voltage scaling. In order to
address this conflicting requirement and poor read noise margin problem, isolated
read and write operation based SRAM cells are proposed. In the 8T cell, both read
and write operations are isolated. The write operation is performed via pass gate
access transistors (i.e. M5 and M6), while the read operation is performed via a
separate read port which is comprised of transistor M7 and M8, as shown in figure
3 (b). The isolated read port provides significant improvement in read SNM, since
we can optimize the SRAM cell independently for both operations. The SRAM
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cells have been designed at the 45 nm technology node with thesupply voltage,
VDD = 0.9 V. The sizes of all the transistors are estimated with pull up ratio α=1
and cell ratio,β=2.

(a) Standard 6T (baseline) SRAM cell.

(b) Read SNM free 8T (baseline) SRAM cell.

Fig. 3. The standard 6T and 8T SRAM cells as baseline circuitsfor P3 optimization.

The power consumption and SNM of the baseline cells are measured from func-
tional simulations and are tabulated as shown in Table 3.τPWR andτSNM are de-
signer defined constraints in the optimization methodology. In this paper, we have
taken the parametersτPWR andτSNM as baseline values which are shown in Table
3. We discuss each of the modes of operation of the 6T and 8T cells in detail in the
following section.
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Table 3
Leakage power and SNM for baseline SRAM cells.

Parameters 45 nm 32 nm

6T 8T 6T 8T

τPWR 5.70 nW 5.81 nW 5.29 nW 5.35 nW

τSNM 141.94 mV 281.44 mV 76.28 mV 197.78 mV

4.2 Modes of operation for the 6T and 8T cells

4.2.1 Read operation

Prior to initiating a read operation, the bit lines (BL and BLB) are precharged to
VDD. The read operation is initiated by enabling the word line (WL) and connecting
the precharged bit lines to the internal nodes of the cell viaaccess transistors (i.e.
M5 and M6), as shown in Figure 3 (a). During read access, BLB starts discharging
via node QB, and as a result there will be a potential difference between BL and
BLB. This potential difference is sensed by the sense amplifier and information
is read out. In order to ensure a non-destructive read operation the sizes of the
transistors must be chosen carefully. For example, M2 and M4 must be stronger
than M5 and M6 to keep the node voltage lower than the trip voltage of the inverters.
Similarly, for a successful write operation M5 and M6 must be stronger than M1 and
M3.

However, the read operation of the 8T cell is entirely different from the standard 6T
cell, as shown in Figure 3 (b). In the 8T cell, the read bitline(RBL) is precharged to
VDD before commencing the read operation. During read access, the precharged bit-
line starts discharging if the node QB holds ‘0’, otherwise RBL remains high. The
status of RBL is sensed by the sense amplifier to read out the information. In the
8T cell there are separate read and write ports. Therefore, the sizing requirements
are relaxed and each port can be sized according to the read/write requirement.

4.2.2 Write operation

The write operation of standard 6T and 8T cells is identical.In both cells, the write
operation begins with precharging the bit lines (BL and BLB). During write access,
the word line (WL) is enabled connecting both access transistors to the internal data
storage nodes (Q and QB). In order to flip the state of the cell as shown in figure
3, the write driver pulls down the bitline BL, which is connected to node Q, while
keeping the BLB high.

11



4.2.3 Hold operation

The hold operation has its own significance, particularly for data retention. During
hold mode, word lines (WL and RWL) are disabled and the cross coupled inverters
are tightly connected to each other for longer data retention. However, hold SNM
of the 6T cell is usually higher than the read SNM. In the 8T M cell, the hold SNM
is almost equal to the read SNM because of the separate read port.

4.3 Leakage Measurement

Leakage power plays a vital role in the nano-regime and in certain SoC applications
it dominates the dynamic power. This section deals with different leakage power
measurements of standard 6T and 8T cells under the idle sate.

4.3.1 Power Model

The major sources of power dissipation for a nano-CMOS circuit are due to capac-
itive switching, subthreshold leakage, and gate leakage. Both dynamic and static
power are significant fractions of total power dissipation.Each one of them has
several forms and origins; they flow between different terminals and in different
operating conditions of a transistor. It is essential to study the power consumption
profile of SRAMs in order to estimate and minimize their powerconsumption, es-
pecially when they are made of nanoscale CMOS transistors. An SRAM consumes
dynamic power only when the bitline or wordline are switching their level from
low-to-high or high-to-low for Write or Read operations. Onthe other hand, in-
cluding the hold (idle) state, power dissipation happens continuously in the form of
gate oxide leakage and subthreshold leakage. In general, SRAM contributes to the
major portion of the total leakage power in a modern processor during idle states.

4.3.2 Leakage Model

The leakage model consists of subthreshold leakage currentand gate oxide leakage
current. We discuss each of them in brief. The subthreshold leakage is modeled as
follows [1]:

Isub = IS exp
(

Vgs − VTh

nvt

)(

1− exp
(−Vds

vt

))

, (2)

wheren =
(

1 + Cd

Cox

)

, vt =
(

kT
q

)

is the thermal voltage,VTh is the threshold
voltage,IS is the current whenVgs equalsVTh, Vgs is the gate-to-source voltage,
andVds is drain-to-source voltage.

The gate oxide leakage current is modeled using the following expression [25]:
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Ig = AWL
(

Toxref

tox

)ntox
(

Vg Vaux

t2ox

)

e−B(α−β|Vox|)(1+γ|Vox|)tox , (3)

whereA =
(

q2

8Πhφb

)

, B =





8π

√

2qmoxφ
3/2
b

3h



, mox is the effective carrier mass in

the oxide,φb is the tunneling barrier height,tox is the oxide thickness,Toxref is the
reference oxide thickness at which all parameters are extracted,ntox is a fitting pa-
rameter,Vaux is an auxiliary function which approximates the density of tunneling
carriers as well as available states, andα, β andγ are the controlling parameters
for electron tunneling.

In addition, leakages consists of diode leakage flowing in the transistors of the
cell. The diodes are formed between the diffusion region of the transistor and the
substrate consumes power in the form of reverse bias currentwhich is drawn from
the power supply.

4.3.3 Leakage Current Paths in the Hold State

The current flow in each transistor of the cell depends on its location and the op-
eration being performed. The current paths for hold (idle) state are shown in figure
4 for the 6T cell. The solid arrows shown in the figure are for the subthreshold
current. The dashed arrows represent gate oxide leakage current which is present
in the transistor when they are in the “OFF” state. Essentially, when the transistor
is in the “ON” state it carries dynamic current along with thegate oxide leakage
current and when the transistor is in the “OFF” state it will have gate oxide leakage
current as well as subthreshold leakage current.

Fig. 4. Leakage current paths during the hold state for the 6T(baseline) cell.

We discuss the hold state current paths in detail, as shown inFigures 4 and 5, for 6T
and 8T cells. In the hold state, the word line is disabled (WL =‘0’) and the bit lines
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Fig. 5. Leakage current paths during the hold state for the 8T(baseline) cell.

(BL and BLB) are tied to ‘l’. Under this state, transistorM5 andM6 are in cut-off,
carrying gate oxide leakage current. On the other hand, transistorM2 andM3 carry
subthreshold leakage current and preserve the cell state (i.e. node Q =VDD and
node QB = ‘0’). However, in the 8T cell the read-port (comprised of transistorM7

andM8) adds two more leakage current components and increases overall leakage
power, as shown in Figure 5. Leakage power in both cells is measured as the power
supplied by VDD, when all word line and bit lines are connected appropriately and
data storage nodes (Q and QB) are maintained appropriately for sufficient time to
complete the operation under study.

4.4 SNM Model and Measurement

SNM can serve as a figure of merit in stability evaluation of SRAM cells. The SNM
measurement model is described in this section. The SNM of even defect-free cells
is declining with technology scaling, as discussed in previous sections. SRAM cells
with compromised stability can limit the reliability of on-chip data storage making
them more sensitive to transistor parameter shift with aging, voltage fluctuations
and ionizing radiation. Detection and correction/repair of such cells in modern
scaled-down SRAMs becomes a necessity. Figure 6 (a) shows the simulation setup
for the 6T cell SNM measurement, consisting of the two inverters (INV-1 and INV-
2) in feedback and voltage sourcesVN . The same SNM simulation setup can easily
be extended for the 8T cell. In other words, the hold SNM setupis equivalent to the
hold and read SNM setup of the 8T cell. The two voltage sourcesare static noise
sources. A static noise source can be defined as DC disturbance and mismatch due
to variations and processing in the operating conditions ofthe cell [26]. The two
DC voltage sourcesVN are placed in adverse direction to the input of the inverters
of the SRAM circuit in order to obtain the worst case SNM. The SNM is the max-
imum amount of noise that can be tolerated at the cell nodes just before flipping
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the states. In order to obtain the butterfly curve shown in Figure 6 (b), the voltages
are varied to and from nodes Q and QB alternatively. The SRAM cell is simulated
for 45 nm CMOS technology using the PTM model [3] with supply voltageVDD

of 0.9 V and with minimum sized transistors. The worst case SNM obtained from
the butterfly curves are also shown in dotted lines in Figure 6(b) and marked with
a small circle.

Fig. 6. Simulation set-up for SNM measurement.

Table 3 shows leakage power and SNM results for the baseline design (6T and 8T
cells). The PVT condition is nominal process voltage variation and temperature is
taken as room temperature or27oC.

It may be noted that SRAM circuits have many other figures of merit, including
read delay and hold SNM which can be considered for optimization. However, this
particular paper is inspired by our earlier publication which demonstrates that read
SNM is a very important figure of merit [27]. The current paperemphasizes mainly
two figures of merit, power consumption and read SNM.

5 Statistical DOE-ILP Algorithm for P2 Optimization

This section discusses in detail the implementation of the statistical Design of Ex-
periments (DOE)-Integer Linear Programming (ILP) algorithm, which is at the
heart of the P3 optimization design flow.

5.1 The Optimization Algorithm

As shown in Algorithm 2, the baseline SRAM cells are taken as the input along
with the baseline model file and high threshold model file. ThePVT condition is
nominal process values for all devices, nominal power supply and the temperature
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is taken as room temperature or27oC. We subject the baseline 6T and 8T cells to
a DOE [28] based approach using a 2-Level TaguchiL8 array. The factors are the
VTh states of the different transistors of the SRAM cells (figure3). Each factor can
take a highVTh state (1) or a nominalVTh state (0). TheL8 array provides differ-
ent experimental runs for 6T and 8T cells. Monte Carlo simulations forN runs are
performed for each experiment trial. The mean (µ) and standard deviation (σ) val-
ues of the resulting probability density function (approximated by a histogram) are
recorded for average power and performance (SNM) of the SRAMcell. Thereafter,
using DOE, predictive equations are formed forµ andσ and are denoted bŷµPWR,
σ̂PWR for power and for SNM aŝµSNM , σ̂SNM . These predictive equationŝµPWR,
σ̂PWR, µ̂SNM , σ̂SNM are considered to be linear equations with the constraints be-
ing highVTh (or state 1) and lowVTh (or state 0). Each of these linear equations
is then solved using integer linear programming (ILP), depending on whether the
quantity under consideration is to be maximized or minimized. The complexity of
the algorithm otherwise would beO(2n) wheren is the transistor number.

We obtain the solution sets for mean and standard deviation of power asSµPWR,
SσPWR and the solution sets for mean and standard deviation for SNMasSµSNM ,
SσSNM . Since we are interested in power minimization and SNM maximization,
we form our final objectiveSobj asSµPWR ∩ SσPWR ∩ SµSNM ∩ SσSNM (∩ is
defined as the intersection of the setsSµPWR, SσPWR, SµSNM andSσSNM ). This
is the strength of the proposed algorithm:it allows seamless simultaneous opti-
mization of diverse and conflicting objectives. In the case of different objectives
the optimization results in a set of transistors, not a specific value in terms of power
or SNM. The sets are then combined depending on the multiple objectives targeted
for optimization.

Based onSobj , we assign highVTh to the transistors of the cell, and re-simulate
to obtain a P3 optimal design. The design flow achieves power reduction and read
stability increase. Using this optimized cell, the design flow constructs the SRAM
array. However, the scope of this paper has been kept at cell-level optimization.

Monte Carlo simulations of 1000 runs are performed for each experiment. There-
fore, we have a total of 6K (for 6T SRAM cell) and 8K (for 8T SRAMcell) Monte
Carlo runs, taking 12 parameters in account. The 12 process parameters considered
are as follows: (1)Toxn: NMOS gate oxide thickness (nm), (2)Toxp: PMOS gate
oxide thickness (nm), (3)Lna: NMOS access transistor channel length (nm), (4)
Lpa: PMOS access transistor channel length (nm), (5)Wna: NMOS access transis-
tor channel width (nm), (6)Wpa: PMOS access transistor channel width (nm), (7)
Lnd: NMOS driver transistor channel length (nm), (8)Wnd: NMOS driver transistor
channel width (nm), (9)Lpl: PMOS load transistor channel length (nm), (10)Wpl:
PMOS load transistor channel width (nm), (11)Nchn: NMOS channel doping con-
centration (cm−3), (12)Nchp: PMOS channel doping concentration (cm−3). It may
be noted that statistical information about these parameters may not be provided by
the foundry. However, they are identified based on various published works [29].
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Algorithm 2 P2 optimization in nano-CMOS SRAM

1: Input: Baseline PWR and SNM of the SRAM cell, baseline model file, high-
threshold model file.

2: Output: Optimized objective setfobj = [fPWR, fSNM ] optimal SRAM cell
with transistors identified for highVTh assignment.

3: Setup experiment for transistors of SRAM cell using 2-LevelTaguchi L-8 ar-
ray, where the factors are theVTh states of transistors of SRAM cell, the re-
sponse for average power consumption iŝµPWR, σ̂PWR and the response for
read SNM iŝµSNM , σ̂SNM .

4: for Each 1:8 experiments of 2-Level Taguchi L-8 arraydo
5: PerformN Monte Carlo runs
6: RecordµPWR, σPWR andµSNM , σSNM

7: end for
8: Form linear predictive equations

µ̂PWR, σ̂PWR for power
µ̂SNM , σ̂SNM for SNM.

9: Solveµ̂PWR using ILP: Solution setSµPWR.
10: Solveσ̂PWR using ILP: Solution setSσPWR.
11: Solveµ̂SNM using ILP: Solution setSµSNM .
12: Solveσ̂SNM using ILP: Solution setSσSNM .
13: FormSobj = SµPWR ∩ SσPWR ∩ SµSNM ∩ SσSNM .
14: Assign highVTh to transistors based onSobj .
15: Re-simulate SRAM cell to obtain optimized objective set.

The objective is to make the data characterization as accurate as possible for the
current technology. Each of these process parameters is considered to have a Gaus-
sian distribution with mean (µ) taken as the nominal values specified in the PTM [3]
and standard deviation (σ) as 10% of the mean. Amongst these parameters some are
independent and others are correlated which is considered during the simulation. A
correlation coefficient of 0.9 betweenToxn andToxp is assumed. The responses un-
der consideration are the meanµPWR and standard deviationσPWR of the average
power consumption and also the meanµSNM and standard deviationσSNM of the
read SNM of the cell.

The experiments are performed and the half effects are recorded using the following
expression:

∆(n)

2
=

(

avg(1)− avg(0)

2

)

, (4)

where
[

∆(n)
2

]

is the half-effect of then-th transistor,avg(1) is the average value of
power when transistorn is in the high-VTh state, andavg(0) is the average value of
power when transistorn is in the nominalVTh state.

We have taken normalized predictive equations in order to eliminate the effect of
two different units, that is, nW for power and mV for SNM. The normalized pre-
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Fig. 7. Pareto plot of 6T SRAM cell for (a) mean leakage power (µPWR) and (b) standard
deviation of leakage power (σPWR).

1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

Transistor Number

H
a
lf

E
ff
e
c
t

∆ 2
fo

r
µ
S
N

M

1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

Transistor Number

H
a
lf

E
ff
e
c
t

∆ 2
fo

r
σ
S
N

M

(a) (b)

Fig. 8. Pareto plot of 6T SRAM cell for (a) mean read SNM (µSNM) and (b) standard
deviation of read SNM (σSNM).

dictive equations are:

f̂ = f̄ +
6or8
∑

n=1

(

∆(n)

2
xn

)

, (5)

wheref̂ is the predicted response,f̄ is the average of the responses,
[

∆(n)
2

]

is the
half effect of then-th transistor, andxn is theVTh state of then-th transistor.
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5.2 P3 Optimization of the 6T cell

The predictive equation for the mean of the average power consumption of the 6T
cell is:

µ̂PWR
6T

=0.29− 0.24x1 + 0.05x2

−1.0x4 + 0.43x5 + 0.03x6. (6)

Here,xi represents theVTh state of transistori (Mi in figure 3 (a)). Figure 7 (a)
shows Pareto plots of the half-effects of the 6T transistorsfor µPWR6T

. From this,
we formulate an ILP problem:

min µ̂PWR6T

s.t. xn ∈ {0, 1} ∀n
µSNM > τSNM .

As we wish to minimize power consumption, we minimizêµPWR6T
. The con-

straints ‘1’ and ‘0’ represent coded values for highVTh and nominalVTh states,
respectively. ILP has been used for small circuits, but the methodology is auto-
mated, and hence can be used for larger circuits. Solving theILP problem, we
obtain the optimal solution as:SµPWR6T

= [x1 = 1, x2 = 0, x3 = 0, x4 = 1, x5 =
0, andx6 = 1]. This can also be interpreted as transistors 1, 4, and 6 are highVTh

transistors, and transistor 2, 3, and 5 are minimalVTh transistors.

The Pareto plot of the half-effects forσPWR6T
of 6T SRAM cell is shown in figure

7 (b). Similarly, equation 7 shows the predictive equation for the standard deviation
of the leakage power consumption of the SRAM cell:

σ̂PWR6T
=0.26 + 0.03x2 + 1.0x4

−0.453x5 + 0.09x6.

(7)

From this, we formulate an ILP problem:

min σ̂PWR6T

s.t. xn ∈ {0, 1} ∀n
µSNM > τSNM .

Since we seek to minimize the standard deviation of leakage power consumption,
we minimizeσ̂PWR6T

. Solving the ILP problem, we obtain the optimal solution as:
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SσPWR6T
= [x1 = 0, x2 = 0, x3 = 0, x4 = 0, x5 = 1, andx6 = 0]. This can also be

interpreted as transistor 5 is highVTh and transistors 1, 2, 3, 4, and 6 are nominal
VTh transistors.

The predictive equation forµSNM 6T
for the 6T cell is:

µ̂SNM
6T
=0.42 + 0.44x1 + 0.55x2

+0.48x3 + 1.0x4 − 0.02x5

+0.01x6, (8)

Figure 8 (a) shows the Pareto plot of the half-effects of the transistors forµSNM 6T

for the 6T cell.

Equation 8 shows the predictive equation for mean of the readSNM of the 6T cell.
From this, we formulate an ILP problem:

max µ̂SNM6T

s.t. xn ∈ {0, 1} ∀n
µPWR < τPWR.

Since we want to maximize SNM , we maximizêµSNM 6T
. Solving the ILP prob-

lem, we obtain the optimal solution as:SµSNM6T
= [x1 = 1, x2 = 1, x3 = 1,x4 = 1,

x5 = 0, andx6 = 1]. This can also be interpreted as transistors 1, 2, 3, 4 and6 are
highVTh transistors, and transistor 5, is nominalVTh transistor.

Figure 8 (b) show the Pareto plot of the half-effects of the transistors forσSNM . The
predictive equation forσSNM is formed as shown in equation 9. Next, we compute
the standard deviation of the read SNM for 6T SRAM cell:

σ̂SNM 6T
=0.64− 0.35x1 + 0.57x2

+0.34x3 + 0.56x4 + 1.0x5

−1.0x6. (9)

From this, we formulate an ILP problem for the 6T cell as follows:

min σ̂SNM6T

s.t. xn ∈ {0, 1} ∀n
µPWR < τPWR.

As we want to minimize the standard deviation (which is an indication of the
spread) of read SNM, we minimizêσSNM . Solving the ILP problem, we obtain
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the optimal solution as:SσSNM6T
= [x1 = 1, x2 = 0, x3 =0, x4 = 1, x5 = 0, andx6

= 1]. This can also be interpreted as transistors 1, 4 and 6 arehighVTh transistors,
and transistor 2, 3, and 5 are nominalVTh transistors.

Our final objective functionSobj6T is formed as follows:

Sobj6T = SµPWR6T
∩ SσPWR6T

∩ SµSNM6T
∩ SσSNM6T

, (10)

where∩ is interpreted as the set intersection operator. In other words, we pick de-
vices which are part of low-power and high-SNM solution sets. We form normal-
ized equations for power and SNM so that there is no unit interference. We obtain,
Sobj6T = [x1 = 1, x2 = 0, x3 = 0, x4 = 1, x5 = 0, andx6 = 1], i.e., transistors 1, 4,
and 6 are highVTh transistors, and transistors 2, 3, and 5 are nominalVTh transis-
tors. Figure 9 (a) shows the P3 optimized standard 6T SRAM cell having highVTh

transistors are hatched.

Fig. 9. P3 optimized (a) standard 6T and (b) read SNM free 8T SRAM cells; with hatched
transistors having highVTh .

Fig. 10. Statistical mean and standard deviation of read SNMof a nominal and P3 optimized
6T SRAM cell for 45nm and 32nm technology node.

In order to demonstrate the effectiveness of the proposed algorithm (DOE-ILP P3-
Optimization), we simulated the 6T and 8T cells for different technology nodes (45
nm and 32 nm). Figures 10 and 11 show the DOE-ILP based dual-VTh assignment
results of standard 6T SRAM cell. There is a marginal increase in the read SNM of
the 45 nm and 32 nm nodes, while there is a significant reduction (60%) in the mean
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Fig. 11. Statistical mean and standard deviation of leakagepower of a nominal and P3
optimized 6T SRAM cell for 45nm and 32nm technology node.

leakage power under P3 optimized approach. However, the small increase in read
SNM of the 6T cell is mainly due to the very strict optimization space available.
These results are comparable to previous approaches which did not account for
process variations [17].
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Fig. 12. Pareto plot of 8T SRAM cell for (a) mean leakage power(µPWR) and (b) standard
deviation of leakage power (σPWR).

5.3 P3 Optimization of the 8T cell

The predictive equations for the mean and standard deviation of leakage power
consumption of the 8T cell are:
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Fig. 13. Pareto plot of 8T SRAM cell for (a) mean read SNM (µSNM) and (b) standard
deviation of read SNM (σSNM).

µ̂PWR
8T

=0.3 + 0.24x1 + 0.06x2

+1.0x4 + 0.43x5 + 0.01x7 + 0.02x8. (11)

σ̂PWR8T
=0.10 + 0.01x1 + 0.03x2

+1.0x4 + 0.44x5 + 0.01x7 + 0.01x8. (12)

Figures 12 (a) and (b) show the Pareto plots of the half-effects of the transistors for
µPWR8T

andσPWR8T
, respectively. From this, we formulate the ILP problem for

minimization ofµPWR8T
andσPWR8T

:

min µ̂PWR8T
and

min σ̂PWR8T

s.t. xn ∈ {0, 1} ∀n
µSNM > τSNM .

Since we wish to minimize the leakage power consumption, we minimize µ̂PWR8T

and σ̂PWR8T
. Solving the above formulated ILP problem, we obtain the optimal

solution as:SµPWR8T
= [x1 = 1,x2 = 0,x3 = 0,x4 = 1,x5 = 0,x6 = 1,x7 = 1 andx8

= 1]. This can be interpreted as transistors 1, 4, 6, 7 and 8 arehighVTh transistors,
and transistor 2, 3, and 5 are nominalVTh transistor. Similarly forSσPWR8T

= [x1

= 0, x2 = 0, x3 = 0, x4 =1, x5 = 1, x6 = 0, x7 = 1 andx8 = 1]. This can also be
interpreted as transistors 4, 5, 7 and 8 are highVTh transistors, and transistor 1, 2,
3 and 5 are nominalVTh transistor.
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Pareto plots of the half-effects of the transistors forµSNM8T
andσSNM8T

, respec-
tively, for the 8T cell are shown in Figure 13 (a) and (b). Equations 13 and 14 show
the derived predictive equation for mean and standard deviation of the read SNM
of the 8T cell:

µ̂SNM
8T
=0.40 + 0.91x1 + 0.03x2

+1.0x3 + 0.58x4 − 0.04x5

+0.4x6, (13)

σ̂SNM 8T
=0.37 + 0.15x1 + 0.35x2

+0.15x3 − 0.33x4 + 1.0x5

+1.0x6. (14)

In order to maximize the predictive equations formed above for µ̂SNM8T
andσ̂SNM8T

,
we formulate an ILP problem:

max µ̂SNM8T
and

min σ̂SNM8T

s.t. xn ∈ {0, 1} ∀n
µPWR < τPWR.

As we want to maximize SNM, we maximizêµSNM8T
and σ̂SNM8T

. Solving the
ILP problem, we obtain the optimal solution as:SµSNM8T

= [x1 = 1,x2 = 0,x3 = 0,
x4 = 1,x5 = 0,x6 = 1,x7 = 1 andx8 = 1]. This can also be interpreted as transistors
2, 3 and 5 are nominalVTh transistors, and transistors 1, 4, 6, 7 and 8 are highVTh

transistor. Similarly, forSσSNM8T
= [x1 = 1,x2 = 0,x3 = 0,x4 = 1,x5 = 1,x6 = 1,

x7 = 1 andx8 = 1]. This can also be interpreted as transistors 1, 4, 5, 7 and8 are
highVTh transistors, and transistors 2 and 3 are nominalVTh transistor.

Our final objective functionSobj8T is formed as follows:

Sobj8T = SµPWR8T
∩ SσPWR8T

∩ SµSNM8T
∩ SσSNM8T

, (15)

where∩ is interpreted as the set intersection operator. In other words, we pick
devices which are part of low-power and high-SNM solution sets. We form nor-
malized equations for power and SNM so that there is no unit interference because
we wish to achieve a low power and high stability in our proposed design. We ob-
tain,Sobj8T = [x1 = 1,x2 = 0,x3 = 0,x4 = 1,x5 = 0,x6 = 1,x7 = 1 andx8 = 1], i.e.,
transistors 1, 4, 6, 7 and 8 are highVTh transistors, and transistors 2, 3, and 5 are
nominalVTh transistors. Figure 9 (b) shows the P3 optimized 8T SRAM cellwith
the highVTh transistors hatched.
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Fig. 14. Statistical mean and standard deviation of read SNMof a nominal and P3 optimized
8T cell for the 45 nm and 32 nm technology nodes.

Fig. 15. Statistical mean and standard deviation of leakagepower of a nominal and P3
optimized 8T cell for the 45 nm and 32 nm technology node.

Figures 14 and 15 show the DOE-ILP based dual-VTh assignment results obtained
from the P3 optimized 8T cell, shown in Figure 9 (b). The absolute value of the
read SNM of the 8T cell is 2× higher than the 6T cell. However, there is a 13%
increase in the read SNM of the 45 nm and 32 nm nodes with the P3 optimization
approach, while the standard deviation of read SNM is almostunchanged. A sig-
nificant leakage power reduction (51%) under P3 optimized approach is observed
with marginal reduction in the standard deviation of the leakage power. These re-
sults are very promising and the proposed approach is more suitable for the read
SNM free SRAM cells, such as 8T, 9T and 10T [30–35,6,7]. A 13% increase in
read SNM of the 8T cell is almost equivalent to 30% of the totalread SNM of the
standard 6T cell as can be observed from Figures 10 and Figure14. Figures 16 (a)
and (b) show the butterfly curves for the P3 optimized 6T and 8Tcells simulated for
the 32 nm node. The squares embedded inside the butterfly curves are a measure of
the read SNM under process variation. It can be observed thatthe read SNM of the
8T cell is better than that of the 6T Scell.
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(a) Butterfly curves of the 6T
SRAM cell.

(b) Butterfly curves of the 8T
SRAM cell.

Fig. 16. The standard 6T and 8T SRAM cells as baseline circuits for P3 optimization.

5.4 Comparative Analysis of the Results

In order to obtain a broad perspective of performance for thecurrent algorithms, we
compare with some indirectly related work here. The method presented in [9,20] is
based on dual-VTh and dual-Tox assignment for low power design while maintain-
ing performance. In [9], a combined dual-VTh and dual-Tox assignment is presented
which improves power (only leakage is considered) by 53.5% and SNM by 43.8%.
The desired results are obtained by usingbothdual-VTh and dual-Tox assignments,
which requires a larger number of masks and lithography steps during fabrication.
In the current paper, we have taken into account subthreshold and gate-oxide leak-
age power which results in total improvement in leakage power by 60% for the
6T cell. For the 8T cell total improvement in leakage power by61% and SNM by
13% is obtained. This is achieved by consideringonly dual-VTh, thus significantly
reducing manufacturing costs as well.

6T and 8T SRAM cells presented in the literature were chosen to experiment with
the proposed optimization methodology. It may be noted thatthe improvement of
the power and SNM comes from the identification of the right transistors for proper
Vth assignment, not from sizing of the transistors. We anticipate that further sizing
of the transistors along withVth assignment will further improve the results. How-
ever, the proposed optimization methodology is also applicable to other variants
present in the literature. Our research is in full swing in SRAM circuit optimization
[17,36]. The proposed algorithm and many similar algorithms are being investi-
gated in our research. For example, a high-κ/metal-gate based 10-transistor SRAM
circuit is investigated for 32 nm technology in [36]. From the diverse experiments
it is observed that the proposed algorithms are independentof SRAM circuit topol-
ogy, CMOS technology node, and sizes.
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6 Conclusions and Future Research

A statistical DOE-ILP approach has been presented in this paper for simultaneous
P3 (power-performance-process) optimization of 6T and 8T SRAM cells simulated
in 45 nm and 32 nm technology nodes. The read SNM has been treated as the per-
formance metric. The optimization has been performed at cell level. For this, both
SRAM cells of 45 nm and 32 nm have been subjected to the proposed approach
which leads to 60% leakage power reduction and 13% increase in performance
(read SNM). In order to achieve this objective, the novel statistical DOE-ILP ap-
proach is used for power minimization and SNM maximization.For process varia-
tion effect, 12 design and technology parameters are considered. As part of exten-
sion of this research, we plan to propose a P4 optimal methodology (where the 4th
“P” is parasitics and the “T” is thermal effects) will be incorporated in this study.
Further future work of this research involves array-level optimization of SRAM
where mismatch and process variation will be considered as part of the design flow.
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