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A Framework for Energy and Transient Power
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Abstract—In battery driven portable applications, the mini-  the four power and energy parameters is crucial in designing
mization of energy, average power, peak power, and peak powe efficient and reliable integrated circuits.
differential are equally important to improve reliability and The three sources of power dissipation in a CMOS digital

efficiency. The peak power and the peak power differential . . ) o
drive the transient characteristics of a CMOS circuit. In this Circuit are dynamic powerHy), short-circuit power £s.) and

paper, we propose a framework for simultaneous reduction of Static power ) as summerized in Eqn. 1 below [1], [6] :

the energy and transient power during behavioral synthesisA _
new metric called "Cycle Power Function” (CPF) is defined Protat ~ Pq +2PSC + b (1)
which captures the transient power characteristics as an aplly = aCV*far +7aVIscfek + Viieak

;Vg:%'gﬁfeds%rgaﬁfctt‘fe gﬁgggﬁgﬁjp?ﬁgp l\/(|:i>rl1(i:rlﬁizipnogwglg If[‘sdin;he where,a is the switching activity(C' is the total capacitance
multiple supply voltgges and dynamic frequency clocking uder seen at the gate outpuI.{ IS the supply \.IOItage‘fdk. IS.
resource constraints results in the reduction of both energ and the operating frequency, is the time for which short-circuit
transient power. The cycle differential power can be modele occurs,. is the short-circuit current anfl.., is the leakage
either as the absolute deviation from the average power or as current. In [3], it is pointed out that there is an increasbath

the cycle-to-cycle power gradient. Based on the above, wew#0p  qynamic and static power in deep submicron and nanometer

a new datapath scheduling algorithm called CPF-scheduler hich . . . .
attempts at power and energy minimization by minimizing domains. It is well known that (i) by reducing supply voltage

the CPF parameter by the scheduling process. The type and both_power and energy can be savgd compromising delay, (ii)
number of functional units available becomes the set of resmce  slowing down the circuit by reducing the clock frequency
constraints for the scheduler. Experimental results indiate that  will save power but not energy, and finally, (iii) varying
the proposed scheduler achieves significant reductions iretms frequency as well as voltage in a coordinated manner could
of power and energy. save both energy and power while maintaining performance at
Index Terms—Peak power, peak power differential, average acceptable levels [7], [6], [8].
power, power fluctuation, multiple supply voltages, dynamé |n this work, we use the concepts of multiple voltages
frequency clocking, low-power datapath scheduling. and dynamic clocking [9], [10], [11] to achieve simultansou
minimization of energy and transient power during behalior
. INTRODUCTION synthesis. We develop a new framework for simultaneous

N L ) ) minimization of total energy and transient power during the
Low power circuit design is a three dimensional prOble@yntheSis of datapath circuits. The rest of the paper is or-

involving area, performan(_:e and power tra_de-offs. Becmseganized as follows. The background and the various related
Fhe decreasing f_eature size and increasing packing dens()\%rks are discussed in the following section. The derivatio
it may be possible to trade area versus power [1]. TRg e CPF function based on the two models as well as

decreasing feature size and the increasing clock frequengy scheduling algorithm are presented next, followed Isy th
together result in high on-chip electric fields which has maqexperimental results and conclusions

reliability a big challenge for the designers [1], [2], [J[he
proIife_ration of the use qf p_qrtable systems gombir_led with Il. RELATED WORK
other issues such as reliability, thermal consideratiams| .
environmental concerns have driven the need for low powersever"’lI researchers have_explore_d the use of multlpley;uppl
designs [2]. In low power designs for battery driven pombvoltages for energy reductlon durln_g .datapath_ synthesis. |
applications, the total energy, the average power, the pi& 1, an.ILP_ formulation and a heuristic for varla}ble volaa_g
power and the peak power differential are all equally imaairt scheduling is presen_ted. An ILR—based scheduling algurith
considerations. Both peak power and peak power differlentf&?”eq M;)VER (l(\j/lqltlpllegOpe(;atmthoIta:EE Energy Ted.L:ﬁ'
drive the transient characteristics of the CMOS circuite Tife 'OH)JSMI':_S;S/SSSGM_'H[ ] alg ano Serh d I ase_h avg?” m
time and efficiency of battery is affected by all of the abovg’l ed . ( inimum - ENergy -schedule with Voltage
parameters [4], [5], since higher the current (power) letise eIectlon) is pr(_esented in [14]. The dn‘ference_ between the
electrochemical conversion efficiency. The minimizatidralb two algorithms is that MESVS can select a d|§crete set of
voltages, whereas MOVER can select a continuous range
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A time constrained multiple voltage scheduling technigsie towards reducing power consumption in both general purpose
proposed in [17]. A resource constrained scheduling algori and special purpose processors with the help of simultaneou
with multiple supply voltages is given in [18] which helps involtage and frequency scaling.
reducing power using multiple supply voltages. The authorsMost works as discussed above address either average power
in [19] propose a resource-constrained and a time-constlai or energy or peak power, but do not address all of the
instruction scheduling algorithms for low power pipeline¢hower parameters (average power, energy, peak power, and
functional units. In [20], resource and latency constrdilig- peak power differential) together. In this work, we deserib
based scheduling algorithms with multiple supply voltages framework for simultaneous minimization of total energy,
are discussed. Scheduling algorithms with resource and tiswverage power, peak power, and peak power differential. A
constraints based on the Lagrange multiplier technique arew parameter calle@ycle Power FunctiofCPF) is defined
investigated in [21]. The above scheduling techniquesidens which is an equally weighted sum of normalized mean cycle
various concepts such as single clock frequency, multig@wer and normalized mean cycle differential power. Mirzimi
supply voltages, voltage scaling, capacitance reductow, ing this parameter using multiple supply voltages (MV) and
switching activity reduction for minimizing either totahergy dynamic frequency clocking (DFC) results in the reductién o
or average power, but not both at the same time. Furthboth energy and transient power. We investigate two differe
these works have not considered dynamic frequency clockingdels for defining CPF. The cycle differential power is
or transient power reduction. defined as the absolute deviation of the cycle power from the
Both the peak power and the peak power differential driveserage power for any given cycle in the first model whereas it
the transient power characteristics of a system. The sarlies defined as the cycle-to-cycle power gradient in the second
work on peak power reduction during simultaneous schegulifurther, the CPF models take into consideration the switchi
and assignment is reported in [22], in which power minimizactivity of the different functional units. A datapath sdiéing
tion achieved in one level (with SPICE) is used to optimizalgorithm (called, CPF-Scheduler) is proposed which gitsm
at behavioral level using genetic algorithms. In [23], ILfda to minimize the CPF while keeping the time penalty at
force directed scheduling methods are explored for mirimgiz a minimum and using the concepts of dynamic frequency
peak power under latency constraints. The formulations catlocking and multiple supply voltages. The algorithm asssm
sider multicycling, pipelining and single supply voltadeP different types and numbers of resources (such as, meltipli
based models to minimize peak power and peak area have baet ALUs) operating at different voltages and frequencies a
proposed in [24] for latency constraint scheduling. Thénarg resource constraints. The CPF-scheduling algorithm geeer
also introduce resource binding to minimize the amount afparameter calle@ycle Frequency Indexfi for each control
switching at the input of functional units. In [25], the aath step which serves as the clock dividing factor for Bxgmamic
describe a time constrained ILP scheduling algorithm fai reClocking Unit(DCU) generates the different clock frequencies
time systems that minimizes both peak power and numbar the fly.
of resources. In [26], the use of data monitor operations
for simultaneous peak power and peak power differential
reduction is addressed. The above works address only peak
power issues and do not include energy minimization andin this section, we introduce the different notations and
only attempt to minimize any one of the four parameters. kerminology required for defining the cycle power function
[27], the authors introduce the use of "telescopic” units tCPF). The notations and terminology needed for the prapose
improve the throughput. The telescopic units allow vapiati models are given in Table I. The datapath is represented as a
in the number of clock cycles for execution depending on tlsequencing data flow graph (DFG).
input data. The CPF is defined to consist of two main components: the
A SIMD linear array image processor design is discussermalized mean cycle power and the normalized mean cycle
in [11] in which the modules of a circuit can be operatedifference power. The normalized mean cycle power,{.)
in different frequencies to improve the system performands the mean cycle powet?) normalized with respect to the
The concept of dynamic frequency clocking is introduced ipeak power consumptiotPf,,) of the DFG. The normalized
[11]. A low power design using multiple clocking schemenean cycle difference poweDP, ) is the mean cycle
is presented in [28]. If the overall effective frequencyfis difference power DP) normalized with respect to the peak
then the circuit is partitioned inta different disjoint modules power differential of the DFG. The second component varies
with each module operating at the frequer(df)o indicating between the two models. The mean difference power is the
power savings of up tdb0% compared to using a singlemean of the cycle difference powddP. over the control
frequency. The use of frequency scaling in an MPEG2 decodgeps. In model 1, the cycle difference pou®P . is defined as
design is described in [10]. In this system, the clock spedite absolute deviation of the cycle power from the mean cycle
is increased if the load is high and the clock frequency mower. Then, the mean cycle difference podaP is the mean
decreased if the load is small. A time constrained heuristieviation of the cycle power from the mean cycle power. On
scheduling algorithm is discussed in [29] that uses bodther hand, in model 2, the cycle difference pou®P, of a
frequency and voltage scaling. Energy savings in the rangerrent cycle is modeled as the cycle-to-cycle power grdadie
of 33 — 75% is reported, but power savings is not mentionedin other words, the cycle difference powBP. of a current
Several system-level approaches [7], [8] have been imgagstil control stepe is the difference (or gradient) of the current cycle

[1l. CycLE POWERFUNCTION (CPF)
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TABLE |

The mean cycle poweP is an unbiased estimate of the aver-
LIST OF NOTATIONS AND TERMINOLOGY USED FOR MODELINGCPF

age power consumption of the DFG. The true average power

N ~ total number of control steps in the DFG consumption of the DFG is the total energy consumption of
o : total number of operations in the DFG the DFG per clock cycle or per second. The normalised mean
c : a control step or a clock cycle in the DFG | : btained by dividi b .
0; - any operation, wherel < i < O, cycle power £,,..,) is obtained by dividing? by maximum
P, : the total power consumption of all functional units cycle power @peqr)-

active in control steg (cycle power consumption) ~ R
Ppeak : peak power consumption for the DFG P _ P _ ~ Ec=1 21:1 @i,cCi,c Vi, fe
P : mean or average power consumption of the DFG nOTM T Ppoakr R R (5)
Prorm : normalised mean power consumption of the DFG maz (Z,-=1 ai,cci,cvi,cfc) e
DP, : difference power for cycle ) V“'_ e
DPpeqr,  : peak differential power consumption for the DFG Thus, the normalised mean cycle powg, {.,,) is an unitless
DP : mean c_)f the cycle difference poweve in DFG quantitity in the range [0’1]_
DProrm : normalised mean of the mean cycle difference power R
CPF : cycle power function The cycle difference powed]P.) for any control step can
FUg,y - any functional unit of typek at voltage level be defined as follows. This is the absolute deviation of the
FU; Itsa”eief‘éﬂgg?]”;" g”j‘;@Uk; needed byo; for cycle power from the mean cycle power consumption of the
FUi . - any functional unitp(’?:active in control step: DFG. This is a measure of the cycle power fluctuation of the
R, : total number of functional units active in step DFG.

(same as the number of operations schedulegd) in
e : switching activity of resourcéU; DpP, = |P - Pc|
Vie : operating voltage of resourcdBU; — |1 NN ( R. . . V2 )
Cic : load capacitance of resourdeU; . N ZC:l Zi:l a”CC”CV”C'fC (6)

: frequency of control ste R.
e R i =25 @i cCi Vi fe

The peak differential power which characterizes the marimu
%W(a/ver fluctuation of the DFG is given byD(Ppcqk). This
characterizes the maximum power fluctuation or the tramsien
of the DFG over the entire set of control steps.

power and the previous cycle power. This can be expres
mathematically asDP. = P,.— P,y of DP.y1 = P.y1—P..
In this case, the mean cycle difference podP is the mean

difference (or the gradient). DPpear = maz([P—Pel), _,,

N R.
; - N Lomi (Zi=1 az',ccz',chcfc) @)
A. Model 1 : CPF using absolute deviation S C.V2f )
— e 7 -V
For a set ofn observationsg;,zs,....,z, from a given =1 TREERETLeIE J 12, N
distribution, the sample mean (Whifh is an unbiased estimatrhe mean cycle difference poweb ) is calculated as the
for the population meary ) is m = 3 >_i_, =;. The absolute sample mean oDP.. This is a measure of the power spread
deviation of these observations is definedas = |[z; —m|.  or distribution of the cycle power over all control steps lué t
The mean deviation of the observations is givenMyD = DFG.
1 n . N
=3 . |x; —m/|. In this case, we model the cycle difference N N
nZZ—1|’ | DP = %Ecle‘PC:%ECZILP_PJ

power DP,. as the absolute deviation of cycle power from N Y, 5 )
the mean cycle poweP. Similarly, the mean difference power N Demt (‘ N Demt (Ziél Oéz',ch',cV;,cfc) (8)

DP is modeled as mean deviation of the cycle powgrThe xR . ~ov2

. ; ; i @ieCic Vi fe

mean cycle powel is an unbiased estimate of the average ’

power consumption of the DFG. The normalised mean cycle difference pow&H;,,,») can
The power consumption for any control stepis given by be written as given below.

Eqgn. 2. This is the total power consumption of all functionabp _ _DP

units active in control ste. This also includes the power "' =~ DPpear

consumption of the level converters where the level coevert + > - ( Y (Ef:l ai,cci,cV{f’cfc) 3R i oGV S )

are considered as resources operating in a eyde¢he current e R. 2 R. )

resource is driven by a resource operating at lower voltage. maw( EPIAN (Eiﬂ ai’cci’cv"’“f“)_zfﬂ ireCineVicfe )v(g)

= max(

P.= Ef:“l @i, cCi Vi fe (2) The above normalised mean cycle difference poRét,, ;.

. . . is a unitless quantity in the range [0,1].
The peak power consumption of the DFG s the maximum The cycle power functiorC PF' which is modeled as the

power consumption over all th&¥ control steps which can be . X
equally weighted sum of the normalized mean cycle power
expressed as below. . :
(Prorm) and the normalized mean cycle difference power
Ppear, = mam(Pc)chl,z,....N (DPporm) is given below.

R. 3
= mazr (Zi:l ai,cci,cv;'?cfc) Ve=1.2 N ( ) CPF(Pnorm7 DPnorm) = Pnorm + Dpnorm (10)

The mean cycle power consumption of the DFG is defined adjus, theC'PF will have a value in the range [0,2]. THeP F’
L <N L N R ) can be impacted by various constraints, including the nesou
P=xYePe=x Zc=1(zi£1 ai,cci,cVi,cfc) (4)  constraints. In terms of peak cycle powe?,{,;) and peak
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cycle difference powerP,.,1), the CPF can be expressedjeneric model can also help in easy integration of hHef’

as: model in a behavioral synthesis tool that uses both behaivior
P P AN P AN pop power estimator and datapath scheduler. Using the dynamic
CPF=p—+pp 0 = Py T Dror (11)  energy model proposed in [15], we can express the effective

Using Eqgn. 5 and 9, the cycle power functicdii F’) can be switching capacitance of our proposed model as,

written as follows. ;C; = Cyu; (i, ai?) (17)
N Re
CPF = N Doy Doy @ineCiseViete + Here, thea; and C; are the parameters corresponding to
maz |y 1 ai,cO,-,chcfc) the functional unit FU;. The Cs,; is a measure of the
Ve

. . effective switching capacitance of resource (functionait)u
N I(Zle ai,co,-,c\/fcfc)fzilai,cOi,ch,cfc ) FU;, which is a function ofa;' and a;2; where o;' and
) a;? are the average switching activity values on the first and
(iZ) second input operands of resourg®/;. It should be noted
that the above switching model (in Egn. 17) handles input
) i pattern dependencies. TEEP F' model can be easily modified
B. Model 2 : CPF using cycle-to-cycle gradient for different modes of operation of the datapath circui}: (i
For a setzy,s,....,x, Of n observations from a given single supply voltage and single frequency, (i) multiplggly
distribution, the observation-to-observation gradieah doe voltages and single frequency, (i) multiple supply voka
defined as|z;y1 — :Ezl wherel < i < n—1. The mean and dynamic frequency and (iv) multiple supply voltage and
gradient is given by-2- >~ " |zi41 — ;|- It should be noted multicycling. For example, for single supply voltage arnuigé
that there arev — 1 gradients fom observations. In this case,frequency schemd/; . and f. are same for alt, for multiple
we model the cycle difference powd? P, as the cycle-to- supply voltage and multicycling,. is same for alle. Using
cycle power gradient and the mean difference po®d? as Eqn. 17 we rewrite Eqn. 12 as,

1 NN
N c=1

1 N Be . o y2 Be . o y2
maw( ~ Ec:l (Ei:l a”CC“CVi,ch _Zi=1 a”cc”CVi,cfc

the mean gradient. The models for the mean cycle power or LYW SR o e g
the average power (Eqgn. 2 - 4) remains the same as befor&’ PF' = T-=¢ 14 et Lot
The cycle difference powerJP.) for any control step is maz | 3. Cm,chcfc)v

N e=1

defined as the difference in the power consumption of the ; «~~ (

)

1 N Re 2 Re 2
~ Zc:l (Zi:l C“”’Cvi)cfc) 721‘:1 Clawi,e Vil fe

current to the previous control step, as given below. +
1 N Re . 2 _ Re s 2 .
DPeyy = |Pey1— P mas (|4 DL (T8 CowtVise ) =S Cowi Vi )(i
Reqa 8)
St @i er1Cier1 VL f i ; T i
i=1 “hetlVietl Viet1Jetl (13) Using Eqgn. 17 we can derive a similar expression for Eqgn.
_Zf:cl @i Ci V2 f. 16. The notationCs,,; . representy,,; for the functional
_ _ _ _ unit F'U; active in control ste. A look-up table constructed
The peak differential power is characterized ByHpear) ©  to store the,,,; values for different combinations ofi{' and
;%) for different types of functional units, such as multiptie
DPpeai = maz(|Poy1 — P, @) ype . S, .
peak ( CJ;H |)VC=172:----N2—1 and ALUs. We use interpolation technique to determine the
= maa:( im1 Qict1Cict1Vieyifer1 (14) Oy, values for the ¢ and o;2) combinations that are not
_ Zz L i oCs, cV  fe ) gvallable in the look-up table. The size of the_ look-up tf';\ble
Ve=1,2,..N—1 impact the accuracy of the results; larger the size bettdreis
The mean cycle difference powebP) is calculated as, accuracy.
N_ 1 Minimization of CPF : CPF is used as the objective
DpP = > -1 DP ; i
1 ct1 function for low power datapath scheduling. From the above
= 20—1 |Pey1 — P equations, we make the following observations about the
= Ly (‘ZE:““ i 041Cisei1 Vi1 fort (15) cycle power function ¢PF). The CPF is a non-linear
R, ) function. It is a function of four parameters, such as averag
-2t ai,ccz',cvi,cfc) power (P), peak power Bp.qr), average difference power

(DP) and peak difference powerDP,..:). Each of the
above power parameters are dependent on switching agtivity
capacitance, operating voltage and operating frequentoy. T

Using Egn. 5, 14 and 15, the cycle power functigdhnHF')
can be written as follows.

CPF = Pnporm + DDI;HOW absolute functiondbs or | |) in the numerator (of Eqn. 12 or
= m mek (16) 16) contributes to the nonlinearity. The complex behavibr o
_ % Zc L Fe + 1 Yo [Peyi— P the function is also contributed by the denominator paranset
— Prear DPpea Ppear @and DP,.,;. A fractional function can be minimized

The power models expressed in equations 16 and 12 uUmedecreasing the numerator or by increasing the denominato
generic parameters, such as.,C;.,V;. and f. to keep But, we are aiming at minimizing both the numerator and
the CPF definition independent of any specific energy denominator of the above fractional form objective funetio
power models. It can accomodate both the look-up table bastal we need to use specific approach to minin@iZeF’, such
energy (power) models and energy (power) macro-models. Tthat both the numerator and denominator are minimized. We
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have to put constraints on the denominators of the functichosen in such a way thaffi. is closest value greater than
and minimize the overall function. The constraints on ther equal to[d—,‘igﬂ.
denominators can be imposed through the use of resourc@he inputs to the algorithm are an unscheduled data flow
constraintsThus, we conclude that the minimization@@PF graph (UDFG), the resource constraints, the number of allow
using multiple supply voltages, dynamic frequency clagkirable voltage levelsl{y ), the number of allowable frequencies
and multicycling under resource constraints will lead teeth(Ly), delay of each resourcedgy), multiplexor @aryz).
reduction of energy and power parameters. register @re,) at different voltage levels. The delays of level
convertersdc,n,) are represented in the form of a matrix that
shows the delay for converting one voltage lel/gto another
voltage levelV; (where, bothV;,V; € Vi, ). The resource
In this section, we develop a scheduling algorithm thabnstraint includes the number of ALUs and multipliers at
minimizes the objective functions using multiple voltagegifferent voltage leveld/; (where,V; € Vi,). The scheduling
and dynamic clocking to reduce energy and the power. V¥@jorithm determines the proper time stamp for each omerati
assume the availability of different functional units ogtérg foase, cfic and the voltage level such thatPF as well as
at different supply voltages. In dynamic frequency clogkaT the time penalty is minimum. To reduce the time penalty, the
frequency scaling, all the units are clocked by a singlelclogesser energy consuming resources are used at as maximum
line which can switch frequencies at run-time [11], [9], J10 frequency as possible.
In such systems, a dynamic clocking unit (DCU) generatesThe CPF-Scheduler The flow of the proposed algorithm
different clocks using a clock dividing strategy. It sholdé s outlined in Fig. 1. In step 1, the switching activities at
noted that frequency scaling helps in reducing power, bfe inputs of each node of the DFG are determined. For this
not energy. Moreover, the frequency reduction facilitates purpose, different sets of application specific input vesto
operations of the different functional units at differenttages, (having different correlations) are given at the primarpLits
which in turn helps in energy reduction. of the DFG and the average switching activity at each node
The target architecture model assumed for the scheduliggcalculated. In step 2, the scheduler constructs a look-up
is from [13]. Each functional unit is associated with a régis table with effective switching capacitance and the average
and a multiplexor. The register and the multiplexor will ogte  switching activity pair as described in Eqn. 17. If the look-
at the same voltage level as that of the functional unitseLe\,up table is large enough to contain the switching capacitanc
converters are used when a low-voltage functional unit fér all estimated average switching activities is step &nth
driving a high-voltage functional unit [13], [20]. A confter the power model accuracy is the highest. The algorithm
decides which of the functional units are active in eachrnt determines the as-soon-as-possible (ASAP) and the as-late
step and those that are not active are disabled using Hepossible (ALAP) schedules for the UDFG in step 3. The
multiplexors. The controller will have a storage unit torsto ASAP schedule is unconstrained and the ALAP schedule uses
the cycle frequency indexcfi.) values obtained from the the number of clock steps found in the ASAP schedule as
scheduling, used as the clock dividing factor for the dyrmamihe latency constraint. In step 4, the number of resources of
clocking unit. The cycle frequendfy. is generated dynamically each type and voltage levels is determined. For example, if
and a corresponding functional unit is activated. the resource constraint is multiplier at 2.4V, 2 multipliers
The delay for a control step is dependent on the delag§3.3V, 2 ALUs at 2.4V and 3 ALUs at 3.3V, then the
of the functional units dry), multiplexor @aryz), register relaxed voltage initial resource constraint is found oubeo
(dreg) and level convertersit.,,,) as expressed in following 3 multipliers and5 ALUs. In step 5, the scheduler uses the
equation. above relaxed voltage resource constraints and modifies the
ASAP and ALAP schedules to take into account the resource
de = dru + dmuz + dReg + dcony (19)  constraints. This helps in restricting the mobility of vees

where, d, is the delay of control step, dpy is the delay to a great extent and reducing the solution search space for
of the slowest FU in the control step and the register the heuristic. Due to the resource constraints the number of

delays include the set-up and propagation delays. Using §Rntrol steps of modified ASAP and modified ALAP may
above delay model, the worst case delays of the Iibraﬁ‘? different from that of the ASAP_and ALAP schedule in
components are estimated. For a given base frequeagy ), step 3. In step 6, the scheduler. flxgs the totql number of
maximum frequencies of each FU are scaled down to operatfRj'tro! steps of the schedule which is the maximum of the

frequencieqf.). These parameters are determined as follo/f9Ntrol steps of the modified ASAP or modified ALAP in
. step 5. In step 7, the vertices are marked as having zero

IV. CPF-SCHEDULERALGORITHM

_ U/dl”""JJQLf mobility or non-zero mobility. The zero mobility verticesea
Joase = | =5t those having same modified ASAP time stamp and modified
o Tdegamin Ton (20) ALAP time stamp, and non-zero mobility vertices are those
cfic = | |2 having different modified ASAP and modified ALAP time
f. — % stamp. On determining the vertices having zero mobility and

vertices having non-zero mobility, proper time stamp and
where,d™™" is the minimum of the control step delays anaperating voltage for mobile vertices, and operating ggta
L¢ is the number of allowable frequencies. The valuexa§ for non-mobile vertices are found out. Further, operatiogk
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Input : UDFG, resource constraint&y, Ly, all V; € Vi, dru, dvuzs ARegs dconw

Output : scheduled DFGfy4se, N, cfi., power, energy and delay estimates

Step 1 : Calculate the switching activity at the inputs of each noti¢he DFG.

Step 2 : Construct a look-up table of effective switching capauit, switching activity pairs.

Step 3 : Find ASAP and ALAP schedules of the UDFG.

Step 4 : Determine the number of multipliers and ALUs at differepecating voltages.

Step 5 : Modify both ASAP and ALAP schedules obtained in Step 1 ushng number of
resources found in Step 2 as initial resource constraint.

Step 6 : Calculate the total number of control steps as the maximtwSAP and ALAP schedules from Step

Step 7 : Find the vertices having non-zero mobility and verticeghwiero mobility.

Step 8 : Use the CPF-Scheduler-Heuristics to assign the time stamdpoperating voltage for
the vertices, and the cycle frequencies such B and time penalty are minimum.

Step 9 : Find base frequency,s. and cycle frequency indexfi..

Step 10 : Calculate power, energy and delay details.

OT

Fig. 1. The CPF-Scheduler algorithm flow

frequencies are established such that@F as well as the mobile-vertices are attempted to be placed in each of the
time penalty is minimum. The CPF-Scheduler uses an heuridime stamps within their mobile rangeS(, E;]), when each
algorithm for the same. In step 9, the scheduler determirees placement and voltage assignment is done, dHeéF' and
base frequencyft.se) and cycle frequency indexfi.) using Rr value is calculated. The predecessor and successor time
Eqgn. 20. In step 10, the scheduler calculates the peak povetamps are adjusted accordingly to maintain the precedence
average power, peak power differential, energy estimates For this purpose the heuristic maintains a matrix of dimamsi
the scheuled DFG and also the critical path delay. (N * |k|VL, ) having number of resources of different types
(k) as entries rowwise over all control steps. Tli¢ is the

The CPF-Scheduler HeuristicFig. 2 shows the heuristic type of resources available, for example, if only multiplie

algorithm used by t_he_ CPF-Sch(_et_quer, The _inputs to ﬂ%l d ALUs are the available resources then the= 2. If
CPF-Scheduler heuristic are modified _ASAP time stamp g voltage is assigned for a vertex, then the matrix entry of
each vertex &;), the modified ALAP time stamp of each he corresponding type and operating voltage is decremente
vertex (E;), the resource constraints, the number of _allowab particular vertex is placed in a cycle for which the sum of
voltage levels Ly ), the number of allowable frequencieisy). CPF andRy is minimum. The heuristic, initially assumes the

Del_ay of each fun_ctlonal unitdiy), multiplexor @M_“z)’ modified ASAP schedule (with relaxed voltage resource con-
register @re,) at different voltage levels are also given a§trained) as the current schedule (line 01). In case a vertex
inputs. Delays of Ie_vel converte_rsl_donv) s re_pres_ented in a multiplication operation, then the initial voltage assigent

thg form of a matrix. The heur|st|.c has to find time StaMR the minimum available operating depending on the number
¢ (in the range Si’E".]) and operating voltagd’ . for. e{;\ch of multipliers, whereas, for ALU operations vertex, it isth
vgrt_ex_vz- with oper.atlonoi..The_ aim of the heur|st|.c-|s 0 naximum available operating voltage (line 04-08). Then the
minimize CPF v_vh|le_ keepmg tlm_e penalty a_t a MNIMUM. ~p p and Ry value for the current schedule is calculated (line
The_ h_eunstlc m|n|m|zed time ra.t"RT a_longvx_/lth Cl.DF © 09 and line 10). The heuristic findSPF (and Rr) values
minimize the time pe”a'FY- The time ratidef) is deflned_ S for each allowable control step of each mobile vertices and
the ratio between thg critical pth delay when the vertides Rr each available operating voltages denoted as TR

the DFG are opgratmg at mqupIg voltagé) and whgn (and Temg@r) (line 17-20). The statement in line 17 adjusts
each of the vert|_ces of the DFG IS operaTted at the h'gh‘?ﬁfe current schedule by adjusting the time stamps of suacess
voltage. Expressing mathematicallffy = 7. These tWo o riceg while maintaining the resource constraint (ushe
objectives, m|n|m|z§1t_|0r_1 Of.CPF (r_n|n|m|zat|on of energy matrix) and guaranting that the precedence is satisfiednén |
and pqwer) af‘d minimization of time pgnalty are mutuallxz’ the vertices are visited in ASAP manner. Another possibl
ponfhctmg. This '.S.dl.Je to the fact that if operating YOltagﬁ/ay of visiting the mobile vertices is to prioritise them in
IS reduged_ to minimize energy or power consumpu_on thé"’bme manner, say vertex with lower mobility is visited first.
resu_lts in increase of crltlc_al_path delay and hence INE€aFhe heuristic fixes the time step and operating voltage for a
of time penalty. The heuristic operates the energy hung\%rtex and hence cycle frequency for whiGtPF + Ry is
functional units at the highest possible voltage (frqur¢ncminimum (line 22-26). FoiC PF computation the heuristics

and the less energy con_suming fgnctional units_ e}t_ .lowq%esl as a temporary measure f@gg. The above steps are
voltage (frequency) to achieve the simultaneous minironat repeéitced until all mobile vertices are time stamped.

of the mutually conflicting objectives. The heuristic fixé® t
operating voltages of the non-mobile vertices as per thisTime complexity of CPF-Scheduler Heuristitet there be
order depending on the types of resource they need. T& number of vertices in the DFG, out of whi¢W,,| number
heuristic attempts to find suitable time stamp and operatio§ vertices have mobility and the maximum mobility of any
voltage for the mobile vertices using exhaustive searcle Thobile vertex ist,,. It should be noted that the total number
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CPF-Scheduler-Heuristic
(01) Initialize CurrentSchedule as modified ASAPSchedule ;
(02) while( all mobile vertices are not time stamped ) do

(03) {

(04) for the CurrentSchedule

©05) {

(06) if (v; is a multiplication ) then find the lowest available voltage multipliers;

(07) if (v; is add/sub/comparison ) then find the highest availableatimey voltage for ALUS;

(08) } /* end for (04) */

(09) FindCPF for CurrentSchedule and denote is as Cuitdnt’ ;
(10)  Find Ry for CurrentSchedule and denote is as Curignt
(11) Maximum= —oo ;

(12) for each mobile vertey;

(13)

(14) ¢l = CurrentSchedulef]; ¢c2 = ALAPSchedule};];

(15) forc = ¢l to ¢2 in steps of 1

(16 |

a7 Find a TempSchedule by adjusting CurrentSchedule iichwdy is scheduled in step ;
(18) Find next higher operating voltage for multipliers Xth&wer for ALUS) vertex for the TempSchedulg;
(29) Find CPF for TempSchedule, denoted by Te@\BF ;

(20) Find Rr for TempSchedule, denoted Te®p;

(21) Difference= (CurrenCPF + CurrenRr) — (TempCPF + TempRr) ;

(22) if ( Difference> Maximum ) then

(23) {

(24) Maximum = Difference ; CurrentVertex & ; CurrentCycle = ;

(25) CurrentVoltage = Operating voltage of vertgx

(26) } * end if (22) */

(27) } I* end for (15) */

(28) } /* end for (12) */

(29) Adjust CurrentSchedule to accomodate CurrentVenieZurrentCycle operating at voltage assigned abov
(30) } /* end while (02) */

D

Fig. 2. The CPF-Scheduler algorithm heuristic

of vertices in the DFG is total number of operations in DF@ase upper bound on the running time of the algorithm is
and the total number of NO-OPs. The running time of findin@(t,,,|V'|*). In other wordsthe heuristic runs in time cubic to
an operating voltage from the matrix for particular type athe number of vertices in the DE® can be noted that the
operation isO(Ly). The statements from line 04-08 haveime complexity of the algorithm is independent of the numbe
running time of®(|V|Ly). The worst case running time ofof operating voltage levels.

the statement in line 17 (or line 29) that adjusts the current
schedule iO(|V,|). The running time of the code segment
between line 17-26 i®)(|V;,[) + O(Lv) + O(|V]) + O(|V]), _ _ _
which is ©(|V]), since it is always true thaV,,|, Ly < [V]. The C_PF-ScheduIer algorithm was implemented in C and
So, the running time of the code segment from line 15-4@sted with selected benchmark circuits. The benchmased us
is ©(t|V]). Thus, the running time of the code segmerft'® -

line 12-28 is O(t,,|Vin||V|). The other statements of the (1) Auto-Regressive filter (ARF) (total 28 nodes, 16*, 12+,
pseudocode have constant running time. So, the running time 40 edges).

or time complexity of the code segment in line 03-29 is(2) Band-Pass filter (BPF) (total 29 nodes, 10*, 10+, 9-, 40
O(|V||Lv|)+ O (tm|Vi|[V])+O(|Vi]). This can be simplified edges).

to an weak upper bound on worst case running of the codé3) DCT filter (total 42 nodes, 13*, 29+, 68 edges).
segment (line 03-29) under the assumption thaf| ~ |V|,  (4) Elliptic-Wave filter (EWF) (total 34 nodes, 8%, 26+, 53
but in practicglV,,,| << |V|. Under the above assumption we edges).

conclude that the worst case upper bound on the running time) FIR filter (total 23 nodes, 8*, 15+, 32 edges).

of the code segement in line 03-2985t,,,|V'|*). Considering  (6) HAL differential equation solver (total 11 nodes, 6*,2+
the while loop in line 02 the overall running time of the 2-, 1<, 16 edges).

algorithm can be written a® (tm|V|*[Vin|). Again under the Our algorithm can handle large DFGs and find solutions in rea-
assumption thatV,,| ~ [V|, we conclude that the worstsonable time. The parameters used to express our expeaiment

V. EXPERIMENTAL RESULTS
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results are shown in Table Il. The look-up table construrctionultiplications in the critical path are adequately congsgad
consists of two phases, such as input pattern generation &aydhe number of ALU operations in the critical path. For this
cell characterization. We generate the primary input dggof to happen, the ALU operations should be larger than or equal
different correlations and perform the characterizatibnhe to the number of multiplications in the critical path. Ths i
physical implementations of the library modules availaile the case for most of the schedules obtained for the EWF and
[29]. FIR benchmarks indicated by the time ratiB() of less than
or equal to one.

For the above experimental set up, we plotted the power
consumption per cycle, over all the control steps (clochste

TABLE I
NOTATIONS USED TOEXPRESS THERESULTS

Eg - total energy consumption assuming single frequency for diﬁe_rem benchmarks in Fig. 3_(3-) and 3(b) for resource
and single supply voltage _ constraints RC1 and RC3, respectively. The curves labeded a

Ep : total energy consumption for dynamic frequency "S” correspond to the profile when the schedule is operated
clocking and multiple supply voltage . . . .

Ppg : peak power consumption for any cycle assuming single at a single frequency (which IS _the maximum frequency of
frequency and single supply voltage _ the slowest operator, the multiplier) and single voltagee T

Fpp  : peak power consumption for any cycle for dynamic profiles labeled as "D” correspond to the case when dynamic
frequency clocking and multiple supply voltage . . .

Pms  :minimum power consumption for any cycle assuming single Clocking and multiple voltage S_Cheme are u_sed. The effectiv
frequency and single supply voltage ‘ ness of the proposed scheduling scheme is obvious from the

Pmp  : minimum power consumption for any cycle for dynamic figures. Since th&€' PF is a complex function consisting of
frequency clocking and multiple supply voltage L. e . .

Ts - execution time assuming single frequency several parameters, it is difficult to quantify the impactaof

Tp : execution time assuming dynamic frequency specific parameter accurately.
. . Ec—FE . .

AE : total energy reductior= —SEEs DT o We also performed experiments with three voltage levels

AP : average power reductios W (1.5v, 2.4V, 3.3V) and four frequency levels. The results could

AP, :peak power reductios= P”P;f“’ improve within the range ob — 10% in terms of power

ADP  : differential power reduction= Py —Pms)=(Pop—Pmp) or energy reductions. However, the time penalty increased

(Fos=Pms) by 15%. It is to be noted that the number of allowable

frequency levels should be as close to the number of allavabl
voltages in order to keep the time penalty within a reasanabl
Our first set of experiments were carried out for Gi®F limit. We performed the same set of experiments for the CPF
model 1 (Egn. 18) in which the cycle difference power is baséBodel 2 in which the cycle difference power is modeled
on the absolute deviation. We tested the scheduling algorit @S _Cycle-to-cycle power gradient. The experimental result
using the following sets of resource constraints (RC1, Rcdicate that the energy and power reduction were similar
RC3, RC4) : with small differences, but there were no changes in terms

. ) ) _of time penalty. We conclude that the minor difference is due
(1) Number of multipliers :1 at 2.4V'; Number of ALUs : to the fact that the quantitative difference between theesl

- ti io= Ip
Rt : time ratio= Tq

1 at3.3vV, 1 N _ (1 N1 _
(2) Number of multipliers 2 at 2.4V’; Number of ALUs : gifg(r{i\liicza:ﬁ? [P = Pef) and =5 e=y’ [Pes = Pef) are not
1 at3.3V, '

(3) Number of multipliers 2 at 2.4V; Number of ALUs :
1 at 2.4V and1 at 3.3V, and
(4) Number of multipliers :1 at 2.4V and 1 at 3.3V;

Number of ALUs :1 at2.4V and1 at 3.3V For deep submicron and nanometer technology designs used
The sets of resource constraints were chosen so as to camdow power battery driven systems, simultaneous minimiza
resources at different operating voltages. The number -of &ibn of total energy and transient power is beneficial. Th& CP
lowable voltage levels was assumed to be t@etY,3.3V) parameter defined and used in this work essentially faieibta
and maximum number of allowable frequencies are three. Thigch simultaneous optimization. The datapath scheduling a
CPF-scheduler determines the frequencies, in this case tigerithm described in this paper is particularly useful fgns
are 45MHz, 9.0MHz, and 18.0M Hz. The experimental thesizing data intensive application specific integratezlis.
results for different benchmarks are shown in Table IIl foFhe algorithm attempts to optimize energy and power while
different resource constraints. The results take into @aeto keeping the time penalty at a minimum. The CPF-Scheduler
the power or energy consumptions in overheads, such as leaiglorithm assumes the number of different types of resaurce
converters and dynamic clocking unit. This indicates that each voltage level and the number of allowable frequsncie
the scheduling scheme could achieve significant reducticas resource constraints. The main contribution of this werk
in peak power, peak power differential, average power amdunified framework for simultaneous multicost space metric
total energy with reasonable time penalties. The time pgnabptimization of different energy and power components in
for the ARF and HAL benchmarks circuits were relativelCMOS circuit design. Future work could address leakage
high. For many cases, CPF-Scheduler could reduce energgduction and interconnectissues. The effectivenessedL B
and power even without any time penalty or even with gain in the context of a pipelined datapath and in control intemnsi
time. This happens when the performance degradation dueajgplications needs to be investigated.

VI. CONCLUSIONS
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TABLE Il
POWER ESTIMATES FOR DIFFERENT BENCHMARK$USING MODEL 1)

Bench- Power reduction details, Energy savings, Number of cloaktesyand Time penalty
mark [R| Prg P,y | AP, | Pus | Pnp |ADP | AP | AE | N | rr | CPF
Circuits | C | (mW) | mW) | (%) | mW) | (mW) | (%) | @) | %)
1 2 3 4 5 6 7 8 9 10 11| 12 13
1 9.30 283 | 69.60| 0.26 0.52 7450 | 71.40| 4757 | 18 | 1.6 | 0.52
ARF 2 | 18.33 477 | 73.96| 0.26 0.52 76.47 | 68.30| 4757] 13| 14| 055
@) 3 | 18.59 484 | 73.96| 0.26 0.52 76.44 | 71.72] 4987 11| 15| 0.58
4 | 18.59 7.26 | 60.96| 0.26 0.52 63.25 [ 59.10[ 29.49] 11 | 1.5 0.62
Average values 69.62 72.67 | 67.63] 43.62 15
1 9.30 245 | 73.62| 0.26 0.52 78.64 | 65.80| 46.69| 17 | 1.3 | 0.55
BPF 2 | 18.33 420 | 77.10| 0.26 1.67 86.03 | 58.81| 46.69| 17 | 1.2 | 0.47
2) 3 | 18.59 484 | 73.96| 0.52 0.97 7859 | 71.09] 4861] 9 | 14| 061
4 | 18.59 7.33 | 60.60]| 0.52 0.97 64.84 | 64.01| 32.02| 9 | 1.4 | 0.64
Average values 71.32 77.02 | 64.93 | 43.50 13
1 9.30 2.83 | 69.60| 0.26 0.52 7450 | 50.90 | 42.44| 29| 11| 0.66
DCT 2 9.30 283 [ 69.60] 0.26 0.52 7450 | 50.90| 42441 29| 11| 0.64
3) 3 | 18.59 484 | 73.96| 0.26 0.40 7575 67.70] 4293] 15| 1.4 | 0.39
4 | 18.59 761 [ 59.05] 0.26 0.40 60.63 | 65.19| 38.49| 15| 1.4 | 0.25
Average values 68.05 71.35 | 58.67 | 43.58 1.2
1 9.30 245 | 73.62| 0.26 0.52 78.64 | 41.17 | 4443 | 27 | 0.9 | 0.56
EWF 2 | 18.07 407 | 77.49] 0.26 0.52 80.09 | 37.49| 44431271 0.9 0.30
(4) 3 | 18.07 4.07 | 77.49] 0.26 0.40 79.38 | 57.89| 44.73] 16 | 1.2 | 0.39
4| 18.07 6.55 | 63.75| 0.26 0.40 65.49 | 53.10| 3845| 16| 1.2 | 0.25
Average values 73.09 7590 | 47.41] 43.01 11
1 9.30 274 | 7052| 0.26 0.52 75.45 | 5854 | 46.11| 15| 1.3 | 0.42
FIR 2 9.30 2.74 | 70.52| 0.26 0.52 7545 | 58541 46.11| 15| 1.3 | 0.47
5) 3 | 18.59 477 | 7432 0.26 0.40 76.12 | 51.21| 46.77| 11| 1.0 | 0.53
4 | 18.59 7.04 | 62.15] 0.24 0.40 63.77 | 40.69| 2721 11| 1.2 | 0.49
Average values 69.38 72.70 | 52.25| 41.55 1.2
1 9.30 245 | 73.62| 0.26 1.67 91.38 | 72.32| 5058 | 7 | 1.6 | 0.64
HAL 2 | 18.33 449 | 75.53] 0.26 1.67 844416470 5058 5 | 1.4 0.76
(6) 3 | 18.33 449 | 7553 0.52 0.97 80.27 | 7248 | 51.84| 4 | 15| 0.64
4 | 18.33 6.97 | 61.98| 0.52 0.97 66.32 | 57.14] 2500 4 | 1.5 0.63
Average values 71.67 80.60 | 66.66 | 44.50 15
| Average values [ 70.52] | 75.04 [ 59.59] 43.29 | [ 1.3] |
10 10 20 20
iu -T T sTT -7 ‘((1) ARF iu 77777 \‘ s ﬁl, (2) BPF 1015 - (1) ARE 1015 T //\\s ,l\(Z) BPH
g 5 ! g 5 | | '\ ,' \ %10 N , %10 A /’/ |
g NW\ g (1’ ‘H; p ! g s \\ // \\ g s D\\ // \\
% 5 10 15 = 20 % 5 ’ 10 5 20 % 5 10 15 % 2 4 6 8 10
10 control steps (c) —> 10 control steps (c) —> 2 control steps (c) —> 2 control steps (c) —>
A A R B B IR O Roley A I R '} (4) EWHA A 3 bct) ) i (4) EWFR
& [kt s < P s o1 ’\ gt h
g s JHV/“»H"Hu“'\J»(‘J»‘MJH\;:{J:{H ‘\ % ° 1‘ \‘ ;x;“ " “ \H\‘“‘ %10 /777777§777 : \\ %10 I"\t Lo /*S*\
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g st | \ g 5 | % 10 | \ g 10 N
o ! D \\ ° \/D\/\\r o 5 ! D \‘ o s D AN
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Fig. 3. Cycle power consumption of different benchmarksvatous resource constraints
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