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Abstract. Plant diseases reduce agricultural production. They negatively affect fruit and
crop quality and reduce yield, causing food shortages. A drop in production harms the
global agricultural economy. However, early detection and disease severity estimation
are key to disease management, containment, and prevention. Damage localization is
the first step in estimating the severity of diseases, which is crucial for the optimum
application of pesticides. The current approach needs expert advice for disease detection.
For a large farm, it is an expensive and slow process. Automatic plant disease detection
eliminates the tiresome task of monitoring big farms and detects the disease early enough
to avoid plant degradation. In this article, we propose a fully automated method based
on deep neural networks for detecting and localizing leaf diseases. The proposed method
is based on Mask R-CNN network. Image augmentation has been performed to achieve
higher precision from a small dataset. Transfer learning has been used to save time and
achieve better performance. Our proposed method of disease detection is faster, as it
automatically localizes the disease along with the disease identification from the leaf
images. The images can be taken using a smart phone camera or a low altitude unmanned
aerial vehicle (UAV) camera. As a case study, we have applied the method to apple leaves.

Keywords: Smart Agriculture - Smart Villages - Internet of Agro Things (IoAT) - Plant
Health - Plant Disease - Apple Leaves - Mask Region-based Convolutional Neural Net-
work (R-CNN) - ML from Small Dataset.

1 Introduction

The presence of plant diseases has a detrimental effect on the amount of food that can be
produced through agriculture — it affects the crop quality and reduces the final yield. Each year
crop losses total billions of dollars [26]. If plant diseases are not identified and addressed in
a timely manner, it results in increased food insecurity [22]. Hence, early detection and disease
severity estimation are the two major steps for disease management, containment, and prevention.

Trees are prone to various fungal pathogens that cause diseases. These diseases can affect
plants at any stage of growth and manifest in a variety of plant components, from stems to fruits.
Symptoms may include discoloration, form change, wilting, galls, and cankers. However, as
disease symptoms are predominantly manifested on leaves, most of the research on identifying
plant diseases is focused on leaves or fruits [22].
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In developing countries, manual observation is still the most common method of detecting
plant diseases. It is an arduous and inefficient process that consumes a lot of time. It also
requires expert services, but farmers are not always able to afford such expensive services [33].
Wrong identification and improper use of pesticides cause secondary damage to the plants and
contaminate the soil as well as the environment. To solve these problems, different techniques
based on computer vision and deep learning have been proposed for the automatic and accurate
detection of plant diseases.

Plant monitoring is crucial for disease management. The early detection of plant disease and
its prevention by 2030 are two key goals of agricultural research [29]. Here, a fully automatic
plant disease detection method is proposed and illustrated in Fig. 1. As a case study, apple leaves
have been selected. The proposed method will track the spread of the disease by identifying
the disease and detecting the damaged areas. The novelties of the work are as followed:

— The method is fully automatic. No expert service is needed for disease detection.

— Very little effort is needed from the users’ side. Users only have to take pictures of the
damaged leaves.

— Early detection of the disease is possible.

— This process is the first step of disease severity estimation. Estimation of disease severity
plays a pivotal role in calculating the optimal quantity of pesticides.

Continuous monitoring results in the early detection of disease. With further experiments,
our proposed method can be used to estimate the damage severity. We aim to save time, money,
resources, organisms vital for soil and biodiversity, and to store carbon in the soil to combat
climate change [4].

The rest of the paper is organized in the following way: Section 2 discusses recent work on
plant disease detection. Section 3 presents an overview of the method and network architecture.
Experimental details are discussed in Section 4. Section 5 presents the results and evaluates
the performance of the method, along with a comparative study. Finally, the paper concludes
with future work direction in Section 6.

Plant Disease . Disease
Detection Localization

Input Image Apple_Black-Rot

Fig. 1. Scope of the Paper

2 Prior Research Work

This section presents state-of-the-art methods based on deep neural networks for plant disease
detection. Approaches based on convolutional neural networks (CNNs) are automatic and more
efficient. Literature survey reveals that there are mainly two types of studies addressing plant
diseases: either classification-based or regions-of-interest (ROI)-based.
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2.1 Classification Based Approaches

The majority of classification-based approaches use convolutional neural networks (CNNs).
These approaches are automatic and more efficient than the previously used machine learning
methods, which rely largely on image processing [34]. Apple leaf disease was correctly identified
in [35]. An attention network has been added with EfficientNet-B4 to incorporate both channel
and spatial features. Image augmentation has been used over the collected data. High accuracy
has been obtained.

Apple leaf disease has also been detected in [11] using a combined structure of DenseNet
and XceptionNet as a feature extractor, and finally, classification has been done through a
Support Vector Machine (SVM). Early detection of the disease has been the focus of this paper.
A high accuracy of 98.82% has been achieved. Five kinds of apple leaf diseases have been
detected using SSD with Inception and Rainbow concatenation [19] structure. The proposed
model has achieved 78.8% mean average precision (mAP). In [10], an ensemble of pre-trained
DenseNet121, EfficientNetB7, and NoisyStudent networks has been used to identify apple leaf
diseases with an accuracy of 90%. The model has been deployed as a web application.

Various grape leaf diseases have been detected using a modified Inception structure [24]. A
dense connectivity technique has been proposed with the Inception structure for better features.
Data enhancement techniques have also been used to increase the dataset size. In the agricultural
domain, no large publicly available datasets are found which demands data augmentation in most
of the works. A slightly lower accuracy compared to the other papers has been achieved here.

Tomato leaf diseases have been detected using four different CNNs in [9]. InceptionV3 per-
formed much better among the lot with laboratory data compared to field data. A custom shallow
CNN has been used for nine different tomato leaf diseases in [8]. A good accuarcy of 91.2% has
been achieved after training 1000 epochs. Similarly, a seven layer CNN structure has been used
as feature extractor in [18] to detect four of rice leaf diseases. The features have been classified
with an SVM classifier with high accuracy. Cross validation ensures the robustness of the model.

The majority of these CNN based methods identify the diseases but no localization of the
disease has been performed. However, the severity of the disease can only be known when the
damage area of the leaf is calculated. Localization is the first step of damage estimation.

2.2 Region-of-Interests (ROI) Based Approaches

Regions-of-Interest (ROI) deep CNNSs are being used in recent plant disease detection works
as these structures have the potential to segment the location of the disease. When deep neural
networks are used in classification based approaches, no localization of the disease is performed.
However, ROI based approaches detect the diseases along with localization. Nine types of
tomato plant diseases and pests have been recognized in [14] using different regions-of-interest
(ROI) based structures. Data augmentation has improved mAP maximum 30% in some cases.

A new structure DF-Tiny-YOLO has been presented in [13] for detecting apple leaf diseases.
Here, use of smaller CNN kernels reduces feature dimensions and increases network depth
without increasing the complexity. Another ROI-based structure, Faster R-CNN, has been used
for recognizing rice plant diseases and pests in [20]. Relatively blurry videos have been used
as input. A custom CNN is used as the backbone network. Higher accuracy has been achieved
compared to existing structures.

There are certain articles where more than one ROI-based structures have been used. In [36],
Faster R-CNN and Mask R-CNN both have used for disease identification and detection of the
diseased segments. In [30], Mask R-CNN has been used to detect disease infected part of apple
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leaves whereas the disease has been classified with ensemble subspace discriminant analysis clas-
sifier. A hybrid contrast stretching method has been applied. Mask R-CNN has also been used
in [7] for detecting strawberry diseases. A systematic approach to data augmentation has been fol-
lowed, increasing the mAP to 82.43%. A strawberry disease dataset has also been presented here.

These papers indicate that various deep learning networks have achieved good success rates
in identifying different plant diseases. However, more information e.g., severity of the disease
is needed to control and provide solutions to prevent plant diseases.

3 Proposed Method

3.1 Overview: Proposed Agriculture Cyber Physical System

Plant disease is a serious concern for sustainable farming. Plant diseases are a farmer’s worst
fear since diseases can wipe out an entire crop and result in significant financial loss. The
critical step to preventing plant disease is early detection. In this section, a smart agriculture [28]
framework for automatic tracking of plant diseases is presented. The A-CPS is described in
the context of apple leaf disease detection. Fig. 2 shows the proposed agriculture cyber physical
system (A-CPS) [27] with things, stakeholders, and networking.
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Fig. 2. System Overview: A-CPS for Plant Leaves Disease Detection. In this A-CPS, UAVs and smart
phone cameras are the things and farmers, scientists, and insurance providers are the stakeholders. Various
networking and communication options are used at different stages.

The proposed A-CPS is deployed in an edge-cloud setting in an apple orchard. In this A-CPS,
farmers, insurance providers, and scientists are the main stakeholders. UAVs and smart phone
cameras are the things. The application has the potential to perform at the edge along with the
cloud platform.
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Apple leaf images are collected from apple orchards. Low altitude Unmanned Aerial Vehicles
(UAVs) or smart phone cameras are used to take the images. They are connected to the Internet-of-
Agro-Things (IoAT) gateways through long-range and low-powered LoRA connections. When
capturing with an UAV or a phone camera, many leaves will appear in the frame. As a result,
before identifying damage to a single leaf, each leaf must be detected using object detection.

[oAT gateways are connected to the edge server and cloud server through TCP/IP SSL. The
images are sent to the cloud server or edge server, if available. Then, the images are processed,
diseases are detected, and damage areas are localized using the methodology mentioned in
Section 3.2. Finally, the result is sent back to the user.

3.2 Methodology for Disease Detection and Localization

In this subsection, the detection method for plant disease is presented in detail. The process
workflow is shown in Fig. 3. First, photos of the leaves are taken. Then they are resized to
256 % 256 to be detected using the trained model. A Mask Region-based Convolutional Neural
Network (R-CNN) [15] has been used to detect the disease along with disease localization.
Hence, the problem is considered as an object detection problem. Object detection is a task
in computer vision that involves identifying the presence of one or more items in a given image
as well as their location and the category of object that they belong to.

GO

Photo Taken by UAV/Phone Camera
!

Image Resize
(256 x 256)

]
Plant Disease Detection
using Mask R-CNN
]

Disease Localization
using Mask R-CNN

Apple Black Rot «---

Fig. 3. Process Workflow for Disease Detection and Localization System
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Recently, various deep learning networks have achieved state-of-the-art performance for
object detection. Region-based Convolutional Neural Networks (R-CNN) showed promising
results. However, an R-CNN is computationally expensive. It takes a long time to train it. A
fast R-CNN, on the other hand, is much faster than a slow R-CNN and takes much less time
to train. Faster R-CNN is faster than its predecessor since it uses a Region Proposal network
rather than ROI pooling. The latest in this series is Mask R-CNN, as shown in Fig. 4.

o
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Fig. 4. Evolution of Mask R-CNN [32]

In this work, Matterport’s implementation [6] of the Mask R-CNN, based on Keras and
TensorFlow, has been followed. We have modified the scripts and hyper parameters as per the
need of the application. The developmental process workflow is shown in Fig. 5. First, data has
been selected and annotated for object detection purposes. Then, the dataset has been split into
two parts: train and validate. Training of the network has been performed with augmented data.
Transfer learning has been used. Finally, it was evaluated with the fest dataset. The procedure
is described in Section 3.3 and 4.

3.3 Network Architecture for Disease Detection and Localization

Mask R-CNN [15] is a general network for object instance segmentation. Image segmentation

is a pixel-based division of objects in an image. It gives information about the shapes and sizes

of the detected objects. In this work, Mask R-CNN has been used to localize the damage of
the leaves caused by apple plant diseases. It is built over Faster R-CNN [31], as shown in Fig.

6. Here, along with the class label and bounding box as in Faster R-CNN, a mask is generated

for the detected object to localize the damage area. However, for our work, accurate masks for

the damage have not been generated.

— Backbone Network: A backbone network is used for feature extraction of the input image.
Initially, two different backbone networks, ResNet101 + Feature Pyramid Network (FPN)
and ResNet50 + FPN, have been tested, and finally, ResNet-101 [16] and FPN [23] have been
selected as the backbone network. The ResNet network, pre-trained on the ImageNet [12]
dataset has been used. Extracted features in this stage are used as the input for the next layer.
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Fig. 5. Workflow for Developing the Disease Detection and Localization System
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Fig. 6. Mask R-CNN Network Structure

— Region Proposal Network (RPN): Multiple regions of interest are generated using a lightweight
binary classifier in a Region Proposal Network(RPN). A small network slides over the feature
maps obtained from the preceding stage. It employs anchor boxes to detect numerous, over-
lapping, and different-sized objects. These predetermined height-and-width bounding boxes
capture object classes’ scale and aspect ratio. Final object detection removes background
anchor boxes and filters the rest by confidence score from multiple predictions. Detection
minimum score is set to 0.9 to include all the damages. Non-Max suppression selects the
most confident anchor boxes. Hence, RPN simply tells us whether or not there is something
in that area. The model predicts which regions or feature maps contain objects. Anchors are
centered at the sliding window and have five scales, one for each feature pyramid level.

— Region of Interest (Rol): Each region proposal has different sizes and shapes. The RolAlign
layer changes the shapes and sizes of all proposals to the same shape and size. It aligns the
features with the input. The number of Rol is the same as the number of detected objects.
Rol is noted when the Intersection over Union (IoU) of ground truth boxes for the predicted
regions are greater than or equal to 0.5.
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— Head: The Head part takes care of the classification and segmentation. Sets of fully connected
layers are used for bounding box classification. Classification results are predicted by the first
branch of fully connected layers and softmax activation function, and the regression output at
the second branch of fully connected layer is used to determine the location of the proposed
regions in terms of the coordinates of the proposals. For each Rol, the parallel branch built
with a fully convolutional network (FCN) generates binary masks of size 14 x 14. During
prediction, these masks are scaled up to 28 x 28.

4 Experimental Validation

In this section, we present the experimental validation of the Mask R-CNN based plant leaf
disease detection system with a case study on apple leaves.

4.1 Dataset

The publicly available PlantVillage dataset [17] has been used for training and evaluating the
method. There are a total of 3171 apple leaf images in the dataset. The leaves are either healthy
or infected with diseases. There are three types of apple leaf diseases in the dataset-Black Rot,
Apple Scab, and Cedar Apple Rust. They show different symptoms on the leaves.

Small, orange-red dots occur on the leaves’ fronts in the early stages of Apple Rust. These
spots grow to become an orange-yellow patch with red edges. A single leaf can have dozens
of disease spots if the infection is severe. 12 weeks after the commencement of sickness, the
spot’s surface is covered with little bright yellow dots [21].

Apple Scab begins with yellow-green radial or circular patches that become brown to black,
with clearly defined edges. Smaller and thicker with curled or twisted leaves are signs of more
serious illness. Infected spots will blend into one another, causing large patches to appear on
leaves, giving them a burnt look [13,21].

For Black Rot, small, purple-black lesions appear on the skin at the beginning of the disease.
These develop into spherical spots with a yellow-brown center and brown-purple rims that
resemble frog’s eyes [13].

1025 infected apple leaf images among 3171 images have been randomly selected to make
a balanced dataset of apple leaves. Each type has approximately 300—350 images. The reason
behind not choosing all apple leaf images is to limit the time and effort for annotation.

First, 175 random images are kept aside for evaluating the system. The remaining 850 images
are divided into training and validation sets with 70: 30 ratio. Hence, there are 595 images for
training and 255 images for validation. Table 1 describes the details of fraining and validation
datasets.

Table 1. Dataset Details

Types Number of Images
Total Train Validation
Apple Black Rot 300 210 90
Cedar Apple Rust 250 175 75
Apple Scab 300 210 90
850 595 255
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4.2 TImage Annotation

Annotation of images with ground truth is a critical step of object detector training. Bounding
boxes are drawn across the objects in the training datasets. An open source image annotation tool,
MakeSense.Al [1] has been used to annotate the data. Rect tool has been used for annotating
images. Annotation files are stored in .xml format with the two diagonally placed corners’
coordinates of the bounding box. During labeling, different colors are used for different classes.
Fig. 7 shows one sample annotated image of an apple leaf infected with Apple Black Rot and
Fig. 8 shows some annotated leaf samples.

Fig.7. Image Annotation using Image Annotation Tool MakeSense

4.3 Image Augmentation

For a deep learning model, a large dataset always increases the accuracy of the model. Here,
there were only 850 images in our dataset. Data has been augmented on the go to achieve better
accuracy. Horizontal flip, vertical flip, affine rotation, affine scaling, and edge detection have
been applied to the 850 images. Rotation is set to any random value from —45° to 45° and
scale value from 0.5 to 1.5.

44 Training

The network has been trained on a system with an NVIDIA Tesla P100 GPU and 25 GB of mem-
ory. Keras, the deep learning API in Python with TensorFlow at the back-end, scikit-image, pan-
das, numpy, and imagaug libraries have been used. Transfer learning allowed us to improve the
accuracy of the model while simultaneously reducing the amount of time spent on training [25].

While training, the structure of Mask R-CNN is kept unchanged and pre-trained imagenet
weights of the ResNet networks are loaded. When trained on 20,000 categories of more than
14M labeled images of the ImageNet dataset, the network already knows how to identify the
most common aspects of images. Basic features like lines and edges are extracted at the lower
layers, whilst more sophisticated and abstract elements, such as those that define classification,
are extracted at the intermediate and higher layers.
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Fig. 8. Annotated Apple Leaf Images from PlantVillage Dataset [17]. Leaves are infected with three
different diseases - Black Rot (top row), Cedar Apple Rust (middle row), and Apple Scab (bottom row).

For training RPN, the number of anchors per image has been kept 256 as in [6] and five
square anchor boxes of side [8,16,32,64,128] have been selected with a width-to-height ratio
[0.5,1,2]. The number of steps per epoch is kept equal to the number of training images, and
the number of validation steps has been chosen as the number of validation images.

The images per GPU is set at 1 to fit the memory. The number of available GPUs in our case
is 1 which in turn sets the batch size at images per GPU x number of GPU = 1. Stochastic
Gradient Descent (SGD) has been chosen as the optimizer, as in [15]. Initial learning rate is
set at 0.001. Two different backbone networks: ResNet50 + FPN and ResNet101 + FPN have
been compared and finally the latter one has been chosen as the feature extractor. Table 2 shows
the learning rate schedule for training the network with ResNet101 + FPN as the backbone.
Several hyper parameters have been fine tuned for better detection and are stated in Table 3.
The rest of the hyper parameters are set at the default values of [6].

Table 2. Learning Rate Schedule for Training with ResNet101 + FPN Backbone

Learning Rate (LR) Trained On Epochs
0.001 All Layers 1-40
0.0001 All Layers 41-80
0.00003 All Layers 81-120

0.00001 Head 121-160
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Table 3. Fine Tuned Hyper Parameters

Hyper Parameters Values
IMAGES_PER_GPU 1
NUM_CLASSES 143
STEPS_PER_EPOCH 595
VALIDATION_STEPS 255
LEARNING_RATE 0.001
TRAIN_ROIS_PER_IMAGE 128
RPN_TRAIN_ANCHORS_PER_IMAGE 64
MAX_GT_INSTANCES 200
DETECTION_MAX_INSTANCES 100
IMAGE_MIN_DIM 256
IMAGE_-MAX_DIM 256
RPN_ANCHOR_SCALES [8, 16, 32, 64, 128]

5 Performance Evaluation

5.1 Performance Metrics

Mean average precision (mAP) has been used to evaluate the performance of the model. mAP
takes into account both false positives (FP) and false negatives (FN) and considers the trade-off
between precision and recall. Because of this, mAP is a good metric for detection tasks. Precision
and recall are defined in Eq. 1 and 2.

. TP
Precision= TPLFP )
TP
e 2
Recall= 5 o N @
ol — Area of Intersection TP 3)

Area of Union ~ TP+FP+FN

where, TP is the true positive, FP is the false positive, and FN is the false negative. Eq. 3
describes how to calculate the Intersection over Union (IoU). It is a measure of how much the
predicted boundary overlaps the ground truth boundary. Depending on the loU threshold value,
average precision changes. Usually, /oU is varied in the range 0.5 < IToU <0.95.

The average precision is defined as the area under the precision and recall curve for the
object detector. First, average precision AP; is calculated for each class and then using Eq. 4,
mAP is calculated.

N
1
mAPzﬁgAPi “)
where, IV is the total number of classes. Fig. 9(a) presents the method for plotting the
Precision-Recall curve [3] and Fig. 9(b) describes the process of calculating mAP [2]. The
validation dataset has been used to evaluate the model. 175 unseen images of infected apple
leaves from the PlantVillage dataset [17] have also been tested.
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Fig. 9. Workflows for calculating mAP and AP

5.2 Performance Analysis

Fig. 10 shows sample predicted apple leaves from the test dataset. The first row shows the
images from the PlantVillage dataset [17] and the second row shows the predicted results. It
is clear from the predicted results that most of the damage parts have been detected. However,
when the number of damage areas is higher, there are still room for improvement. Our model
missed some of the damage areas. It is mainly due to the small size of training data. To achieve
higher precision, more data is needed for training. More hyper parameter tuning in Table 3 in
Section 4.4 will contribute to better mAP.

Table 4 shows the mAP for two different scenarios. When ResNet101 + FPN is used as the
backbone, a higher mAP of 83.8% has been obtained due to the higher number of layers in
ResNet101 than in ResNet50. Initially, we started with an 80: 20 split for training and validation,
but ResNet101 started to overfit. To avoid overfitting, image augmentation along with more
validation images (train and validation ratio of 70:30) was chosen.

A few of the predictions were not completely correct. Two examples are shown in Fig. 11.
Most of the damaged areas in those two leaves have been correctly predicted, but due to the
excessive amount of specular reflection and on the leaf shadow, the top left image has one Apple
Scab prediction though it is infected with Black Rot disease. In the top right image, which is
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Fig. 10. Predicted Results by ResNet101 + FPN on Test Dataset

Table 4. Mean Average Precision (mAP) for Disease Detection Network

Backbone Network Image Mean Average
Augmentation |Precision [mAP(%)]
IoU=0.5
ResNet50 + FPN Yes 81.9
ResNet101 + FPN Yes 83.8

infected with Apple Scab, several damage areas are missed. One damage area has been predicted
as Black Rot. This is also due to heavy specular reflection.

Table 5 compares our work with two of the existing works. Mask R-CNN was used in both
works. Additional techniques have been used to achieve higher mAP. However, we have concen-
trated on mostly fine tuning of hyper parameters without along with image augmentation. With
more investigation into the effects of different hyper parameters along with image enhancement
techniques, the achieved mAP can be increased.

6 Conclusion and Future Work

Plants, like all other forms of life, are susceptible to contracting many diseases. A plant’s ability
to develop to its full potential might be hampered by disease [5, 26]. Plant diseases are one of
the most significant factors that contribute to crop loss. Plants and trees need to be disease free.
Therefore, plant disease diagnosis and damage localization are critical to preventing crop loss.
Disease severity is another important factor that needs to be known along with disease detection
and damage localization. It decides the amount of pesticide needed. In this paper, we present
a Mask R-CNN based method for automatic disease detection and damage localization. These
are the prior steps before disease severity estimation. This preliminary research shows promise
towards damage severity estimation.

Several improvements can be made in future work. Damage localization can be extended to
disease severity estimation. Though apple leaf diseases have only been detected here, the process
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Fig. 11. Falsely Detected Results by the Detection Network. Falsely detected damages are shown with red
ovals and missed damage areas are shown with red circles.

Table 5. Comparative Analysis with the Existing Works

Work Pre-Training Method Metric Remarks
Dataset
[7] MS-COCO Mask R-CNN mAP= For Strawberry diseases.
+ Systematic ap-|  82.43%
proach to Image
Augmentation
[30] ImageNet | Image Enhance-| mAP =81.8%,| For Apple leaf diseases.
ment + Mask 86.1% More complex method
R-CNN + En-
semble Subspace
Discriminant
Current Paper | ImageNet Mask mAP =83.8%|Automatic tracking of the
R-CNN + Image spread of disease. Case
Augmentation study apple leaf disease.

is valid for any plant/crop whenever the annotated dataset is available. More annotated data will
increase the mAP of the method. As training data, single leaf images with very distinct back-
grounds have been used. But, that is not the case with real-world data where there are different
lighting conditions, shadows, specular reflection, and the presence of insects on the leaves. Inclu-
sion of field data into the training images will improve the system. Research on different lighting
conditions, shadows, specular reflection, and the presence of insects on the leaves is needed.
Some preliminary work on shadow removal has been done in [26]. When taking pictures with
UAV or phone cameras, multiple leaves will be present in the frame. Hence, before detecting the
damage to a single leaf, each leaf needs to be detected through object detection. Once the damage
severity is determined, work might be extended to calculate the optimum pesticide amount.
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