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Abstract—Network, wireless, and multimedia applications exe- the motivation. Section V contains the experimental detail
cuting on embedded chips demand massive data processing Wit that has been carried out and the results as well. Section VI

lesser power consumption today. Journey of a new paradigm in i ; ;
the domain of parallel processing - Network-on-Chip (NoC) tarts conc!udes the paper by glVIng .SF)me important extensions and
possible future works of our initiative.

here. But unlike its simpler look both the design and test cds
for this kind of real many-core chips are too high. So efficieh
and accurate performance estimation tools with respect tohe II. NOoVEL CONTRIBUTION

real application ASICs are needed for system level optimiZéon . .
and performance analysis in a cost-effective and flexible wa  D€velopment of NoC Simulators solved many of the earlier

Simulator that allow exploring the best design options for a Pproblems those were inevitable without the early explorati

system before actually building it has been becoming inewvable of the system. Another problem knocking at the door now-a-
in system design and optimization flows. Very few simulators days is the simulation accuracy issue as well as realistic pe
have been developed so far addressing such problems. Somg, i ance estimation [3]-[9]. Very Few simulators have been
of them are popular with its better accuracy and others with . . .
a large set of configurable architectural parameters and tréfic d€veloped and almost all of those simulates with synthetic
options. In this paper, a novel GUI based highly parameteriable ~Workloads that can be far from accurate performance. To the
NoC simulator has been proposed designed using Qt and Systembest of our knowledge, till date, no dedicated NoC simulator

C that is capable of handling real embedded workload traces has been developed so far with dedicated parallel benchmark
with custom task allocation support for early exploration of support such as SPEC CPU-2006, SPLASH-2, or PARSEC.

application specific Network-on-Chips. . .
Index Terms—NoC Simulator, Real Traffic, Custom Task- As an alternative to use full system simulators very lespgsste

mapping, System C and Qt have been taken [3]. Novelties of the proposed simulator lie
in many folds.
. INTRODUCTION « Firstly, the simulator is highly parameterizable.
With the rapidly approaching billion transistors era non- * Secondly, it can address real workload traces [10].
scalable wire delays, errors in signal integrity, and ucéya- « Thirdly, it has the flexibility of customized task mapping

nized communications have become the primary problems to that wi]l be_beneficial both for architecture designers and
be dealt with. These problems may be overcome by the use °Perating firmware developers.
of efficient Network on Chip (NoC) architectures [1], [2]. Bu
it demands high speed data transferring as well as low power
consumption. Among the very few simulators developed so far just some
Having a large architectural alternatives for implemeatat of them have global acceptance in terms of accuracy, ease
the design space of Network-on-Chips is also huge. Alomj use, and configurability. Noxim [11] is one of the popular
with the increase in number of cores and complexity aind powerful simulators developed using SystemC that ascep
topology, hardware design becomes more complicated amdarge set of configurable parameters over synthetic traffic
time consuming. As the hardware prototype boards are ru#ttern and gives output in terms of a wide variety of perfor-
available until very late stages of system design, the endxbd mance measurement metrics. Other popular simulatorsdaclu
software development also get delayed. The only way out isBooksim [12] developed in C++ by Jiang et. al. that has a large
rely on simulation on host computers. Therefore efficiert arset of input parameters but the output measurement practice
accurate performance estimation tools are needed formsystesed is not satisfactory compared to today’s technologyrize
level optimization and early exploration of the performanc demand. NIRGAM [13] and Gpnocsim [14] are also popular
In this perspective the aim of this paper is to suggest a nowgles developed in SystemC and Java respectively. As there
simulation system for Network-on-chips. The structuretd t is no dedicated benchmark developed for NoCs yet, all of
paper is as follows. In Section Il a brief non-technical idelhem have focused on synthetic traffic simulation. Somerothe
of the novel contribution of this work has been given whergroups have tried to incorporate NoC simulators inside or
the full technical specification is in Section IV. In betweemlong with Full-System Simulators to inject live trafficstbu
Section 11l contains description of some related works ab waone of them become popular for their complex usage practice

I1l. BACKGROUND AND MOTIVATION
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Fig. 1. General Architecture of a System C based NoC Simulato

NoCTweak [15] is another one recently developed at UniveG++, which is faster and more flexible than RTL simulators. It
sity of California and probably the first one that supportthbohelped to make it event-driven and highly parameterizatne f
synthetic and real embedded application workload traces fnalysis in a concurrent way. The architectural comporenets
real traffic generation that we have adopted in our work faémcorporated in the simulation system in object orienteghfa
traffic generation. But this simulator supports only a lexit ion using separate individual modules. This kind of modular
predefined task-mapping schemes and also no custom tdekign is very useful for future extension of the work such as
allocation support which is an essential feature for systeimcorporating a new topology.

application and task-mapping algorithm developers. Weehav

also adopted the basic architectural concept and measateme VI7slj,eciﬁcgmon
data as used in Noxim for standardization purpose as well as j
for comparison.
Figure 1 shows a basic functional block diagram of SystemC GUT Tnout
based NoC simulator. A sample 3 x 2 2D mesh architecture P
is considered for illustration purpose. The red square kloc
represents the magnified view of a part of the sample archi-
tecture. Modules || Algorithms
IV. PROPOSEDSIMULATOR MODEL
A. Functional Blocks System C
Proposed simulator model incorporates typical NoC sim- Simulation Kernel
ulator functional blocks as depicted earlier in figure 1 over
the SystemC simulation kernel. Figure 2 shows the additiona
functional blocks used to incorporate the novel featurethef VCD File | |GUI Output
proposed work. The arrows represent flow of data or logic. In-
put specification includes architectural settings, bustgtings,
packet settings, routing settings with custom routing supp <L Production

hotspot influence settings etc. Final Output is primarilg th
result in terms of some performance metrics parameters like
total received packets/flits, latency, energy and throughp

Optional detailed simulation log lists detailed packettesy C. Incorporating Real Workloads for Benchmarking
task allocations as well as waveform traces for detailedgtac

level analysis.
) tor supports a wide variety of real time embedded applicatio
B. System C and the Core Design workload traces such as MPEG4 Decoder, WiFi Baseband
The developed simulator is based on System C [16], a C+aceiver etc. These embedded application traces are stored
class and macro library that provides a simulator interface in the form of parallel task communication graph and used

Fig. 3. Simplified Block diagram of our simulator model.

Besides the common synthetic traces, the proposed simula-
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Fig. 2. Additional Functional Blocks Incorporated to handéal workloads and mapping tasks.

for packet generation based on their required bandwidth aflde basic block diagram of our simulation tool is depicted in
global packet injection ratio. This results in better estilon figure 3.
of performance before the physical chip level deployment. i
E. Task-Mapping

Task-mapping is essential for simulating Real application
traffics with multiple parallel communications. Each urequ
communication between any two tasks with a certain band-
width limit (which is responsible for a certain rate of packe
injection in a tile) can be allocated to a core for dedicated p
cessing. Custom mapping of tasks to the cores are supported
upto a maximum of 64 parallel tasks to 64 different cores.
Traditional task-mapping algorithms like Straight taskebre,
Random, Near-optimal algorithms are also incorporated to
measure performance in standard scenario if we are only
concerned with other architectural parameters such asreift
buffer depths, global packet injection ratio etc ratherntha
system software development for task-allocation [18].

X BENoC SIRRE.I
Fig. 4. Task-Graph for MPEG4 Decoder with 12 tasks. Fz:nﬁzt'::::r o T e [T
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Figure 4 illustrates a simple task-graph of MPEG4 decoder =
- . . . ) System Configuration Traffic Configuration Stop
a_ppllc_atlon with 12 pgrall_el tas_ks. The _d|rected I|_nes slilogy Densin T8 | rncnnen (o] |||
direction of communication with certain bandwidth between | Yomesen G| | embedded spplication Workoad Tace =
View
the tasks that are represented by nodes. Biffer Dt i) 4 [ | |MEcDecndlZidd || oetaied
Min Packet Size (flits) = Mapping Method | Random - =
D. t a_nd the GUI Max Packet Size (flits) 10 |3 Custom Table BoWSS
Q . i i X Packet Injection Rate (0~1) 001 |3 Routing Algorithm Export
The proposed simulator interface is developed using QU rowmuorormne  fisn ~  soumougonn 51 - Resit
[17]. Qt is a cross-platform application and Ul framework fo R eurtness aur O/ 0 [z OpoTwehod (om0 [t cyd:::um
C++ and QML developers. This GUI works like a wrapper of | = ©seno e Bl 0
the whole tool without which custom configurations, spégial | st %
the custom task-mapping could be a troublesome job. It also
automates several other things and improves ease of use to a Fig. 5. GUI Screenshot : Architecture Modeling.

large extent considering its large set of configuring patanse
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From the graph, it is clear that there is a remarkable change
F. GUI Screenshots not only in numeric difference of cycle count but also in matu

Two screenshots of the developed simulator have bedhthe graph._UnIike traditi.onal S-curve in case of Syniheti
added in this paper to convey a brief idea about the interfa gndom traffic or almost Ilngarly approacr.nng‘ curve towarFis
and its ease of use. The interface shown in the figure 5 is éeShOId of Tran_spose traffic, a sudden fisen ‘?'e'ay agains
configuration tab containing most of the input parametets af-0° PIR (approximately) has been experienced in case of the

figure 6 is showing the advanced settings tab for all theciiti selected real traffic scenario which is an unavoidable facto
custom operations be considered before actual physical level deployment.

B. Impact on Throughput

Figure 8 denotes the impact on throughput for different

The aim of our experiment is to distinguish the resultgorkloads. Y-axis denotes throughput inx 10* flits/cycle
of different synthetic and real embedded application taffand X-axis denotes the PIR in flits/cycletftile.

patterns so that the necessity of performing host computer

simulation with real traffics can be emphasized. It may nis

produce performance estimation as accurate as full syst.,,

parallel benchmark traffics (as discussed earlier), butrtiféc —

generated using the real embedded application workloadgra

can give much more clear idea than the synthetic ones bef "™

actually building it. The custom task allocation supporthis =~ =

regard will also help in early exploration of performance il.u

the field of system application development. Y
We have chosen MPEG4 Decoder application task gra

with 12 tasks for our experiments shown in the figurd#x N b o ol o om s om om0

dimension of the architecture is considered whefec N > L _ , _ _

for guaranteed parallel execution of the whole task; L is theFlg. 8. Throughput vs PIR for different workloads using 4-fiuffers.

number of parallel communications for a particular taskpgra The strongest impact experienced is in case of Throughput.

In our experiment, as we are considering MPEG4 DeCOdirIl%wer PIRs as well as higher PIRs show a complete nature

aﬁphc?tlon, thehtotal numger (()jft;gres IS 1|2 In 0|?3t|mal C"J‘S(?ompared to the results from synthetic traffic patterns. érow
Therefore, we have considere x N value to bel x 3 pp "herformance is poor in case of experiments with real

(or can be3 x 4). The packet size has been fixed betwegf,ioad traces and a sudden improvement in throughput

the_range 210 fIits_and i not specified, the buffer depth |§ 5155 noticed after PIR 0.05 that continues throughout the
4 flits long. XY routing algorithm has been used throthOlétaturation period

the whole process. The test simulations were performed for
10000 cycles with a warm up time of 1000 cycles. C. Impact on Latency

Figure 9 denotes the impact on Average Delay/Latency for
different workloads. Y-axis denotes Average Delay in cgcle
Figure 7 shows the analysis of different workloads (bothnd X-axis denotes the PIR in flits/cycleftile.
synthetic and real). X-axis denotes delay in cycles and Y-There is no severe change in the shape of the curve
axis Packet Injection Rate (PIR) in flits/cycle/tile. Rando compared to synthetic traffic in this case. But higher averag
and Transpose are synthetic traffic models and rest two afe melay is experienced throughout the session.

V. EXPERIMENTAL RESULTS

0

A. Impact on Maximum Delay
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Fig. 9. Average Delay vs PIR for different workloads usindigbuffers.

D. Impact on Energy
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Figure 10 denotes the impact on Total Energy for differens

workloads. Y-axis denotes Average Delay in Micro Jule/
and X-axis denotes the PIR in flits/cycleltile.
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Fig. 10. Total Energy vs PIR for different workloads usinglidbuffers.

Similar to the last result, the curve structure is also simil

(4

(5]

(6]
(7]
(8]

El

to the one corresponding to synthetic traffic. But a notabie g[10]
in energy consumption is experienced for higher PIRs in case
of real workload traces which is undoubtedly a very impdrtaﬁl]

key factor to be considered before physical level design.

VI. CONCLUSION AND FUTURE WORK

[12]

In this work, we have developed a highly parameterizabls]
GUI based simulator based on System C and Qt for eaﬂ)ﬁ]

exploration of performance before actually building its It

support in custom task-to-core mapping and real embedded

traffic simulation made it an useful tool both for chip leve

ks

designers as well as operating software developers. Owrexp

iment demonstrate the importance of considering real ¢saffi
over the synthetic ones as the performance differs by a lar

thus the fruitfulness of this work.
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Fig. 11. Summary of Results using 4-flit buffers and 0.01 PIR.
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