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Abstract—In this paper, we present a geostatistical method
for design and optimization of analog and mixed signal circuits
design illustrated with the design of phase locked loop (PLL)
systems used in Wide Area Network (WAN) and Private Mobile
Radio (PMR) applications. The proposed method incorporates
the use of a geostatistic based metamodeling technique (Kriging)
and optimization algorithm (gravitational search algorithm) and
is compared to similar approaches. The results show that the
geostatistical methods provide more accurate metamodels and
more efficient optimization design techniques. To the best of
the authors’ knowledge, this is the first geostatistical method for
metamodeling and optimization of PLL designs. The proposed
optimization could achieve 79% reduction in PLL power with
4% reduction in locking time without any area penalty.

I. INTRODUCTION

The design of custom analog mixed signal circuits continues
to pose a problem for designers as the scale of technology
decreases. With improved technologies and reduced feature
size, designs become more complex as more circuits and
sub-systems are packed into single Integrated Chips (IC).
Furthermore, the scaling of technology deeper into the sub-
micro region increases the number of parameters that must
be considered in the exploration of the design space. The
complexity of designs and the increase in the number of
design parameters exponentially increases the time time and
computer resources for an exhaustive exploration of the design
space. For example the simulation of a circuit system on a
CAD tool for a parasitic netlist could take many days. This
is not an entirely new problem as possible solutions have
been proposed by [1] in the form of metamodeling which in
itself is also not new. Metamodeling techniques have also been
known as response surface modeling and loosely as macro-
modeling. Metamodeling is the mathematical representation
and approximate description of the design performance with
respect to design parameters [2], [1]. This is different from
macromodeling which is a simplified approximation of the
design [3]. Metamodeling techniques that have been proposed
and are commonly used include polynomial regression [1], [4],
neural networks [5], [6] and Kriging [7], [8].

For the fast optimization of designs, optimization algorithms
are often used with metamodels. Heuristic algorithms such as
simulated annealing (SA), genetic algorithms (GA), geometric
programming (GP) and more recently the family of swarm
intelligent algorithms have been applied to metamodels. The
accuracy of the designs however is strongly dependent on

the accuracy of the metamodels. Based on the technique
used and the parameter range, the generated metamodel may
not be efficient for global optimizations as is the case with
polynomial regression [9]. Also as the number of parameter
increases, the cost of creating the metamodel could also
increase [3], thus negating the goal of metamodeling. In this
paper, we present a design methodology incorporating Kriging
metamodeling techniques and the gravitational search algo-
rithm for the design optimization of an 180 nm phase locked
loop (PLL) system for Wide Area Network (WAN) and Private
Mobile Radio (PMR) applications. We show the accuracy and
efficiency of Kriging for high dimensional designs (21 design
parameters).

The rest of this paper is organized as follows: Section II
details the novel contributions of this paper. In Section, III, a
brief description of Kriging is presented. A background of the
the gravitational search algorithm is given in Section IV. The
experimental results for this study are presented and discussed
in Section V-C. In Section VI, a brief discussion of selected
related works and some comparison to this paper is presented.
Finally a summary and conclusion is given in Section VII.

II. MAJOR CONTRIBUTIONS OF THIS PAPER

In this paper, we present a design methodology that il-
lustrates the accuracy of a geostatistic based metamodeling
technique (Kriging) for high dimensional analog mixed signal
circuits. The design is is optimized with a gravitational search
algorithm. The ability of Kriging to accurately predict per-
formance response for high dimensional designs is explored.
Kriging prediction techniques are based on weighting schemes
calculated with the aid of correlated effects of parameters and
thus are able to capture precise models reflecting the inter-
dependence of parameters even at high dimensional designs.
The recently proposed GSA algorithm with explorative and
exploitative features based on gravitational laws is used for
optimization of the design. A PLL circuit for WAN and PMR
applications is presented as a demonstration of the proposed
methodology.

A summary of contributions of this paper is as follows:

1) Exploring Kriging metamodeling for high dimensional
analog mixed signal circuits using a PLL as case study.

2) Exploring the gravitational search algorithm (GSA) fea-
tures for metamodel design optimization.



3) A design flow methodology for 180 nm PLL incorpo-
rating Kriging with GSA optimization techniques.

III. ORDINARY KRIGING METAMODEL

A. Kriging Background

Kriging was originally used in geostatistics and has now
been explored in various fields [10], [11], [12]. Kriging as
a metamodeling technique was proposed in [13] as a combi-
nation of a polynomial model with a stochastic approach to
compensate for the deterministic nature of computer experi-
ments. A Kriging model is of the form:

y(x0) =

L∑
j=1

λjBj(x) + z(x). (1)

y(x0), is a stochastic function that predicts the response of
the design at point (x0). {Bj(x), j = 1, · · · , L} is a specific
set of basic functions over the design domain DN , λj are
fitting coefficients (weights) to be determined and z(x) is
a stochastic process with zero mean and based on a spatial
correlation function. The weights λj are a function of the
correlation between the set of sampled data points to be used
for prediction and the response points to be predicted. Hence,
the weighting average of each predicted response point is
unique. The correlation function, usually called the variogram,
is expressed as follows:

r(s, t) = Corr(z(s), z(t)). (2)

The autocorrelation of the design points to predicted is
characterized by the covariance function [14]. The weights are
chosen so that the Kriging variance is minimized [15], [10].
Ordinary Kriging method, which assumes a constant mean in
the local domain of the predicted point, is explored in this
paper. To achieve this condition, the weights are chosen such
as to minimize the Kriging variance with the unbiasedness
constraint E(Ẑ(x) − Z(x)) = 0. Thus λj are chosen to
satisfy

∑n
j=1 λj = 1. Assuming there are n sampled points,

of variable x, to predict a new point y(x0), the weights λ are
estimated by the following:

λ1
...
λn
µ

 = Γ−1


γ(x1, x0)

...
γ(xn, x0)

1

 , (3)

Γ is the covariance matrix of the observed points and is given
by:

Γ =


γ(x1, x1) · · · γ(x1, xn) 1

...
. . .

... 1
γ(xn, x1) · · · γ(xn, xn) 1

1 1 1 0

 , (4)

where
γ(x1, x2) = E

(
|z(x1)− z(x2)|2

)
. (5)

The variograms are usually modeled on some empirical cor-
relation functions which include spherical, linear, exponential

and gaussian models. The spherical model is expressed as
follows:

γ(h) = C0 + C

(
3h

2a
− 1

2

(
h

a

)3
)

for 0 < h ≤ a, (6)

where C0, C and a are shape parameters.
For this paper, where we seek to model the power con-

sumption of the PLL, the generated metamodel is expressed
as:

P̂PLL(Wn0) =

L∑
j=1

λjBj(wn) + z(wn), (7)

where P̂PLL(Wn0) is the predicted power consumption at
design point Wn0. The metamodels are generated with the
aid of the MATLAB toolbox mGstat [16]. It takes in as input
n design points Wn0 to be predicted, sample design points
wn, and a variogram model and outputs the predicted response
for the corresponding prediction points.

B. Data Sampling and Metamodel Verification

Latin Hypercube Sampling (LHS) was used in this work
as it is proven to achieve smaller variance than random sam-
pling techniques [17]. A comparison of sampling techniques
presented in [1], shows that sample point generation using
LHS designs over random sampling points results in more
accurate models. The design response at the sample points is
produced from SPICE simulations. These responses are fed
into the Kriging metamodel generator along with the design
points to be predicted. The performance of the metamodel
should be verified for accuracy to ensure design validation.
This can be done using statistical metrics such as the Root
Mean Square (RMSE) and the correlation coefficient R2. A
lower value for RMSE and a higher value of R2 indicate a
more accurate model.

IV. GRAVITATIONAL SEARCH ALGORITHM

The gravitational search algorithm (GSA) used for opti-
mization was introduced in [18]. The GSA is based on the
interaction of masses with respect to the phenomenon of
gravity and the laws of motion. The basic theory of the GSA
algorithm is that search agents characterized in the form of
mass objects, search and explore the design space by moving
according to the laws of motion. The search agents interact
with each other converging on a solution by attracting each
other. The agents with better solutions acquire a heavier mass
and thus attract other search agents towards them. The general
flow of the GSA algorithm is shown in Fig. 1.

Assuming a system with N search agents, the location
(design point) of the i-th agent can be expressed as follows:

Xi = (x1i , x
2
i , . . . , x

d
i , . . . , x

n
i ) for i = 1, 2, . . . , N, (8)

where xdi , presents the position of the i-th search agent in
the d-th dimension, and n is the number of dimensions. Each
search agent is initially associated with an arbitrary mass. At
the start of the flow, random search agents are evaluated and
the best and worst solutions are stored. A gravitational constant
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Fig. 1. Flow for a typical gravitational search algorithm.

G(t) = G(Go, t) is also updated, with Go being an initial
value.

After the best and worst solutions have been updated, the
mass of the search agents Mi are also updated using the
following equations:

mi(t) =
fiti(t)− worst(t)
best(t)− worst(t)

, (9)

Mi(t) =
mi(t)∑N
j=1mj(t)

, (10)

where fiti(t) represents the best solution found in each
iteration and Mi(t) is the mass of an agent in iteration t.

The attractive force and acceleration are calculated by the
following equations based on force and gravity laws:

F d
ij(t) = G(t)

Mpi(t)×Maj(t)

Rij(t) + ε
(xdj (t)− xdi (t)), (11)

F d
i (t) =

N∑
j=1.j 6=i

randjF
d
ij(t), (12)

adi (t) =
F d
i (t)

Mii(t)
, (13)

where F d
ij(t) is the attractive force on mass ‘i’ from mass

‘j’ and Maj and Mpi are the active and passive gravitational
masses of objects ‘j’ and ‘i’, respectively. Rij is the Euclidean
distance between the objects. F d

i (t) is the total force acting
on an object, and randj is a random number between 0 and
1 used to introduce the stochastic property of GSA.

After the masses have been updated, the search agents are
moved to a different search location by updating the velocity
and position with the following equations:

vdi (t+ 1) = randi × vdi (t) + adi (t), (14)
xdi (t+ 1) = xdi (t) + vdi (t+ 1). (15)

The flow repeats until a termination criterion is met, where the
best solution is returned. One appealing feature of the GSA is
that it is memoryless, as it does not need to store the previous
best solutions. The ability of good search agents to acquire
mass, slowing them down ensures they remain in areas of
best solutions. A summary of the implementation of the GSA
algorithm is shown in Algorithm 1.

Algorithm 1 Gravitational Search Algorithm.
1: Initialize counter: counter ← 0.
2: Initialize max iteration Maxiter
3: Initialize optimization constants gravity constant G, and

velocity ν
4: Generate η random search agents (design parameter sets)
Xi = (x1i , x

2
i , . . . , x

d
i , . . . , x

n
i )

5: Consider the objective of interest PPLLi
.

6: while (counter < Maxiter) do
7: Evaluate PPLLi

for each search node using Kriging
Metamodel

8: Update best and worst solution PPLLi .
9: Update G (gravity constant)

10: Calculate M and a for each search agent.
11: Update ν for each search agents
12: Update search agents location by applying ν on M.
13: counter ← counter + 1.
14: end while
15: return best solution

The input to the algorithm is an initial set of random
search agents (design points to be used) and the generated
Kriging metamodel. In this case, the design variables used
are the transistor widths of the PLL circuit components. The
design has 21 variables so each search agent is a vector set
of 21 variables defined in Line 4 of the algorithm. The search
agents are then evaluated for the design objective, the power
consumption of the PLL (PPLLi ). Steps 8-10 of the algorithm
are performed, and then the new locations (design points) for
the search agents are calculated using equations 14 and 15
in steps 11 and 12, respectively. The optimization constraint
used is the locking time, while the termination criterion for
the algorithm is the number of iterations.

V. EXPERIMENTAL RESULTS

A. Overall Design Optimization Flow

The proposed design flow methodology is shown in Fig. 2.
It incorporates Kriging and the GSA algorithm for the design
optimization of a 180nm PLL system. The design process
begins with the design (sizing of transistors) for the schematic
level with respect to the input specifications. After the logical
design is finished, an initial simulation is done to make sure
it meets the input specifications. If the input specifications are
met, the layout of the design is drawn, otherwise the transistors
are resized to meet specifications. After the layout is drawn,
Design Rule Check (DRC), and Layout vs Schematic (LVS)
checks are performed. Subsequently a full parasitic netlist is



extracted to capture the parasitic effects and thus improve the
accuracy. The next step entails parameterizing the parasitic
netlist with the design variables. The parameterized netlist
is then sampled for data points that are used to create the
metamodel. In this design LHS is applied. The generated
sample points are used to create the Kriging metamodel
using the mGstat toolbox on MATLAB. After the accuracy
of the metamodel has been verified, a design optimization is
performed on the metamodel using the GSA algorithm. After
the optimization algorithm is completed, the final layout of
the circuit can be drawn using the optimized parameter set
obtained from the optimization phase.

Input Specifications

of PLL Design

Create Logical Design

Create Layout of PLL

Specifications

met?

Perform DRC/LVS/RLCK 

Extraction

Specifications

met?
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aware netlist
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Design Space
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Use GSA for optimization

Create New Layout for 

Final Design

Done
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yes
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Done
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PLL Design Layout

Parasitic-Aware PLL 
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Parameterized Parasitic-

Aware PLL Netlist

Sample Points for 

Metamodel generation

Metamodels for PLL 

Design

Optimal design variables

Optimized PLL design

Fig. 2. Proposed overall design flow.

B. 180nm PLL Case Study

A system level diagram of a PLL is shown in Fig. 3. The de-
tails of the design are presented in [omitted for blind review].
The baseline specification for the PLL was PMR and WAN
applications with a target frequency of 4 GHz. The layout
of the baseline 180 nm design is shown in Fig. 4. The PLL
was characterized for power consumption, frequency output
and locking time. The design objective was the minimization
of power consumption using the locking time as optimization
cost and 21 design parameters as variables.

Phase 
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Charge 
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LC-VCO

Frequency
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Reference

Clock
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Fig. 3. System level diagram of the PLL
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Fig. 4. 180nm layout of the PLL

C. Quantitative Results

The application of the proposed method is illustrated with
the design optimization of the PLL described in Section
V-B. The list of design variables is shown in Table III with
their min-max ranges. A Kriging metamodel, as described in
Section III was generated for modeling the power consump-
tion. The analytical evaluation of the generated metamodel
is shown in Table I. From the results, the RMSE for the
power consumption is 6.46× 10−10 which shows a very high
accuracy. The R2 value is 0.996 which signifies a very high
accuracy also.

TABLE I
STATISTICAL ANALYSIS FOR ACCURACY OF KRIGING GENERATED

METAMODEL FOR PLL POWER CONSUMPTION

Metric Value

RMSE 6.46× 10−10

R2 0.9959

With the accuracy of the Kriging metamodel verified, the
optimization algorithm is performed to minimize the power
consumption using the locking time as a constraint. The GSA
algorithm described in Section IV is applied to the metamodel.
The maximum iteration is set to 1000 with 50 initial search
nodes (masses). The result of the algorithm operation is shown
in Fig. 5. It is seen from the figure that an optimal power



consumption of 1.67 mW is obtained after 377 iterations. It
can also be seen that the algorithm has very fast convergence
rate due to its strong attractive features. On average, the GSA
is able to converge to an optimal power consumption in about
400 iterations. Table in II shows the final results from the
optimization algorithm. The power consumption is reduced
by approximately 79%. The locking time is also reduced by 4
%. The range of the design variables and the final optimized
values are given in Table III.
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Fig. 5. Optimization Steps of the PLL

TABLE II
FINAL OPTIMIZATION RESULTS FOR THE PLL

Metric Power (mW) Locking Time (ns) Area (µm2)
Baseline Design 8.27 2.74 525 × 326
Optimal Optimal 1.67 2.63 525 × 326
Reduction 79 % 4 % 0 %

TABLE III
OPTIMIZED PARAMETER VARIABLES

PLL Components Parameter Min (m) Max (m) Optimal (m)

Phase Detector

WpPD1 400n 2µ 1.53µ
WpPD1 400n 2µ 0.95µ
WpPD1 400n 2µ 1.00µ
WnPD1 400n 2µ 1.16µ
WnPD1 400n 2µ 0.52µ
WnPD1 400n 2µ 1.58µ

Charge Pump

WnCP1 400n 2µ 1.12µ
WpCP1 400n 2µ 1.32µ
WnCP2 2µ 4µ 2.07µ
WpCP2 4µ 4µ 4.72µ

LC-VCO WnLC 3µ 20µ 12.22µ
WpLC 6µ 40µ 14.83µ

Divider

WpDIV 1 400n 2µ 1.06µ
WpDIV 2 400n 2µ 1.11µ
WpDIV 3 400n 2µ 0.75µ
WpDIV 4 400n 2µ 1.78µ
WnDIV 1 400n 2µ 1.35µ
WnDIV 1 400n 2µ 1.86µ
WnDIV 1 400n 2µ 1.65µ
WnDIV 1 400n 2µ 1.96µ
WnDIV 1 400n 2µ 0.43µ

VI. RELATED PRIOR RESEARCH

In this section we discuss a selected related works in
comparison to the proposed design methodology of this paper.

A. Related Research

The use of metamodeling design techniques has been well
researched. As designs continue to become complex, the need
to devise more accurate metamodels for these designs con-
tinues to motivate researchers. In [12], an analysis of various
metamodeling techniques is presented detailing their origin
and applicability to the design and optimization of analog
circuits. In a comparison of selected metamodeling techniques
including 2nd order polynomial techniques, Kriging, genetic
programming (GP), Multivariate Adaptive Regression Splines
(MARS), Artificial Neural Network (ANN), and Support Vec-
tor Machine (SVM), Kriging techniques perform admirably
but not as well as GP. In similar comparisons reported in [3],
[19], a survey of several metamodeling techniques including
Response Surface Methodology (RSM), ANN, Polynomial
Regression (PR), SVM and Kriging Techniques have been
presented. In [11], a comparison of PR, Radial Basis Functions
(RBF), (MARS) and Kriging techniques on a variety of test
cases are presented. From these results, Kriging and RBF
techniques on average have the most accurate metamodels.
Kriging techniques are however more suited to highly non-
linear response surfaces [3].

For optimization of analog circuit designs, evolutionary al-
gorithms which operate heuristically have generally produced
very good results and hence have become very popular. Most
commonly used are genetic algorithms (GA)[20] and varia-
tions from the family of swarm algorithms (including particle
swarm optimization, artificial bee colonies, ant colonies and
the recently introduced Gravitational Search algorithm). Most
heuristic based algorithms have no scientific or empirical basis
and as such do not guarantee optimal results. They are however
very fast and efficient when applied on complex analog circuits
producing near-optimal results.

B. Qualitative Comparison

Table IV shows a brief comparison of metamodeling based
designs and optimization techniques. The comparisons are
only qualitative and illustrate the applicability of the proposed
design methodology. In [7], [8], [21], Kriging has been used
for analog design modeling while in [22], ANN and poly-
nomials are used. In [7], [8], only metamodels have been
presented without an optimization algorithm. Both [21], [22]
used optimization algorithms on the metamodels for design
optimization. The accuracy of the metamodels is shown in
column 4 of Table IV. The metric for analysis used is RMSE
except in the case of [8] where MSE is used. In this work,
Kriging is used to explore the accuracy of metamodeling for
high dimensional designs especially designs with a characteris-
tically high non-linear response. The proposed method results
in higher accuracy than the compared methods. The selected
methods however have been performed on different circuits
and different Figures-of-Merit, hence a direct comparison only
just shows perspective.



TABLE IV
RELATIVE COMPARISON OF KRIGING METAMODELING TECHNIQUES AND GRAVITATIONAL SEARCH ALGORITHM

Research Test Circuits Metamodeling Technique Accuracy Optimization Technique
You [7] Integrated Op-Amp Kriging 0.5658 -

Yu [8] Ring Oscillator Kriging 0.5325% (MSE) -
LC-VCO 0.5563% (MSE) -

Okobiah [21] Sense Amplifier Kriging 3.2× 10−9 ACO

Garitselov [22] PLL Polynomial 0.5658 ABCANN 0.5658
This Paper PLL Kriging 6.46× 10−10 GSA

You[7]

Op-Amp

Kriging

No 

Optimization

Yu[8]

RO, 

LC-VCO

Kriging

No 

Optimization

Quadratic

Okobiah

[22]

Sense

Amplifier

Kriging

ACO

Garitselov

[23]

PLL

ANN

ABC

Polynomial

This 

Paper

PLL

Kriging

GSA

Fig. 6. Comparison of Related Research.

VII. CONCLUSION

This paper presented a design optimization flow method-
ology that incorporates Kriging with a GSA optimization
algorithm. Kriging was used for fast and accurate metamod-
eling of designs of high dimensions. The efficiency of this
methodology was illustrated with the design optimization of an
180 nm PLL for WAN and PMR applications. The metamodel
designs were shown to have a very high accuracy with a very
low RMSE. The GSA optimization algorithm was also used
for optimization and was compared to similar designs. While
direct comparison is not possible, the proposed methodology
performed comparably to related works. It also speeds up the
optimization design from the traditional design flow method-
ology. The simulation of the 100 sample points used took
approximately 10 hours, while the metamodel creation and
the optimization process takes approximately 3.5 hours.
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