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Abstract— Error detection and correction which has been used based on radiation bombardment are widely know as transient
in communication and memory design is becoming increasingly attacks.
important in fault tolerant logic circuit design. As a result of the

aggressive technology scaling, the current high-density integted - .
circuits are easily succumbed to faulty operations generated from Due to the random nature of these attacks, it is quite hard

many sources including stuck-at-faults, radiation induced faults, t0 model and mitigate such malicious eavesdropping. Due to
or malicious eavesdropper attacks. The currently used technique the globalization of semiconductor industries and takimig i
like low-density parity-check (LDPC) and Hamming code based the consideration that most of the ASIC designs are often
fault masking to mitigate bit flips in the digital circuits are manufactured in a third party vendor, possibilities of addi

either single bit error correcting or multiple error correctable . L .
with Bose-Choudhury-Hocquenghem (BCH) and Reed-solomon intruder circuits also called as hardware trojans that make

based methods with very large overheads. This paper introduce the circuit temporarily faulty to help the attacker to gatties

a novel cross code based method that can correct multiple hidden data or a security key that is been protected by the
errors with minimal compromise in error correction capability cryptogrphic chip [4].

and area. The key idea of the novel method proposed in this

paper is that do not correct all the errors but minimize their . . .
probability being escaped. Experimental results of the proposed The cryptographic processors are present in vast majdfity o

methods show that the following: (1) area overhead is 101% day-to-day applications such as TV set-top boxes, bank ATM
for Hamming cross code and 106% for BCH cross code for a machines, credit cards, mobile communications and digital
90-bit finite field multiplier and (2) 150% for Hamming cross  right management [5]. Most of these applications are meant
code and 170% for BCH cross codes for practically used 163- 1, e executing one among the many cryptography algorithms
bit digit serial polynomial basis multiplier. Thus, the proposed T .
methods are significantly efficient compared to Triple Modular at a much faster rate. They often hide information such as.a
Redundancy (TMR), LDPC, Hamming based methods in terms S€cret key and some secret or important data. An attacker wit
of area overhead and also the first attempted approach to a low the help of a prominent laboratory set up can subject such ded
complexity multiple error correctable digit serial multiplier to  jcated cryptography chips to radiations under controllehm
the best of the authors kngwledgg. o ner. Such transient attacks that are proved to be effeative f
Kg/\Nords: Polynomial BaS|s_ Bultiplier, Concurrent Errorrevealing a secret key or the design intellectual propeRy (
Detection, Single Error Correction, N-Modular Redundancysef that can be easily cloned to make unauthorized versio
Bose-Choudhury-Hocquenghem Code. of the hardware. Various implementations of cryptographic
processors designed for various cryptographic algoritbines
widely researched and it reveals that the multiplier ctcui
The need for high density integration of CMOS circuit&re most complex unit of such a processor [6]. Hence they are
drove the semiconductor industry to a 22nm feature size thatdoubtedly stay as the main notion of attack for an attacker
was supposed to be unthinkable previously. The chip venddnsus, it is evident that such functional arithmetic cirsudr
are able to integrate more and more devices on to the singte digital circuits in general must be made attack toletant
die to reduce the cost of computation. One of the negatipeevent malicious attacks or assure their fault free peréorce
effects that is inevitable due to miniaturization of theegrated in a radiation prone environment.
devices is their faulty operations when subjected to ramhat
or stuck-at-faults [1]. Previously, the radiation integiece to-  The remainder of this paper is organized in the following
wards the digital circuit operations was mainly due to demfay manner. Section Il explains the state of the art fault toiera
the packaging. Other probabilities of such situations dnerw designs to mitigate the transient errors. The proposedInove
the integrated circuits are put into space related operatiacross code parity based multiple error correction is iniosadl
where they are continuously in contact with cosmic rays. Whém the Section Ill with a simple design example. This section
cryptographic application specific integrated (ASIC) asedi also derives the closed form expressions of the designioBect
to delicately perform the authentication operations witlicin 1V discusses the experimental results and quantitativlysisa
higher speed pulled the attraction of eves droppers who dree conclusion and future extension of the proposed relsearc
interested in leaking information [2], [3]. These kind ofeetks in Section V.

I. INTRODUCTION



Il. RELATED PRIOR RESEARCH ) il
There are few existing techniques presented in current Wm Wm’ 777777777777777 jj( "% 77777
literature to mitigate such transient errors. One apprdach
detecting erroneous calculations in finite field circuit &séd § Cross Code Parity
on space redundancy. One example for such a space redundant Funetional Block Predictor
scheme is Triple Modular Redundancy (TMR). In TMR, the - -

actual functional block is replicated three times and thipaiu
is compared for correctness with a voter [7]. If two out oftr
circuits agree to one results to be correct, the voter stickat 3 3
as the final result of the circuit. The major drawback of TMR S ey § S
is that, the hardware overhead is always 200%. Another issue @
of TMR is that the reliability depends on the voter also the
assumption is that error happens only in one functionalkbloc Fig- 1. General block diagram of cross parity based errorection
out of three. Another approach for error detection is based o
time redundancy. This approach is also called as Concurrent o o . . o
Error Detection (CED) [8], [9]. In CED, an additional error
monitoring block is hooked to the actual circuit that flags e | e | e | o | o Ham/BCH Parity -2
the occurrence of an error. Once the error flag is active,
the functional block rolls back and recomputes. This induce co | em | e | o | o Ham/BCH Party -3
a high delay penalty to the calculation that is unpleasant
in many applications. In [10] authors present a method to R R G A B HATIBCHESTE
protect memories against multiple bit upsets and to improve
manufacturing yield. This method combines Hamming and
Parity codes to assure the improvement of reliability areddyi
of the memory chips in the presence of high defects and
multiple bit-upsets. However, the approach is specificaly
memory design. Fig. 2. Example of cross parity based error correction tepres

Some approaches are reported for double error detection and
single error correction known shortly as SEC/DED schemes.
SEC/DED are based on hamming or LDPC codes that cand tricky. Also, the complexity associated with decoding t
correct only single bit errors in the calculations [11], J12 error information in order to perform the correction always
But analysis shows that transient error occurs at one afiticonsume comparatively higher area overhead though they giv
node can cause multiple output errors due to large fan-outfsitential freedom in correcting fixed multiple bit errorgi[1
the current large circuits. Other known but the least exgulor In certain applications where area overhead is a critena, o
approaches are based on inherent properties of the fuattioggn design circuits with a trade of between the number of bit
blocks. One among such method is based on implication bag&tpr correction and the area overhead. In this sectionehaec
error detection. Implication exist in any circuits and theiintroduce a novel methodology for multiple bit error cotien
violation can be used to detect error occupance [13]. in logic circuits by using only the error detection featucds

It is evident from the above discussions that the researidte well known Hamming and BCH codes cross coupled with
for handling multiple error detection and correction résgl Simple output parity prediction to save the area complexity
form radiation induced transient errors or stuck-at-fau#t contribution from the decoding circuitry of these codes. By
still lacking. The current paper presents a novel transserr  doing so one can easily achieve a trade of between area
correcting technique based on cross parity scheme. The i@@al fault tolerance by simply avoiding the complex decoding
of introducing such a viable scheme is to make a trade iBfplementations of the error correction codes. In thisieact
between area overhead and the fault tolerance capabiliy. We have explained our proposed method with two multiplier
key idea is to detect and correct as many errors as possidlghitecture mainly bit parallel multipliers and later kvia
with less area overhead and less errors being escaped. 163-bit digit serial or world level multiplier that is used i
Elliptic curve cryptography (ECC). The basic block diagram
of the cross parity based code is as shown in Fig. 1. The major
blocks are the functional block that need to be transierrerr

The very basic and easy method to do multiple bit err¢fardened, cross parity predictor to detect error occurande
detection and correction is to use the well known forwargd simple error correction block.
error correction codes. The forward error correcting caates . )
generally meant to correct erroneous data in communicatifn Multiple Error Detection
related applications. Hence the main challenge of applyingThe structural model of such a cross parity technique is
these methods for fault tolerant circuit design is often pax as shown in Fig. 2. Here we group the output bits of the

Correction Block

Ham/BCH Parity -1

Ill. PROPOSEDCROSSPARITY CODES FORMULTIPLE
ERRORCORRECTION



circuit in general uniform manner or in a random manner. @ c [ o [ o
Each rows of the grouped output bits are encoded either by
using Hamming code or BCH codes, depending upon the
number of error correction we need. Similarly the columres ar

encoded using simple output parity. Here we have considered c15 | ct6
simple Hamming code that can detect double errors and BCH
code that will detect as much as 6 errors in each row. For
better understanding of the row and column wise encoding
we explain the procedure with an example circuit. We hence s |es
consider a 20-bit bit parallel finite field multiplier as exale

c7 cs c9 c7 cs c9

c10 c1 c12 c13 c14 c10 cn1 c12 c13 c14

co c1

c10 | en

B. Error Detection Using Hamming Code Parity cts | ct

Lets us assume the rows are encoded with Hamming codes
then, each row is encoded with Ham(9,5) code. In other Worq_s 3.
we require 4 bit parity to detect double error in one row. Th@brrecnon
4 parity information for the first row is given by the followgn

Example patterns of hamminng based crossparity codedbas

expression: c6 | c7 [c1] c15
P1L = COpC24C4 (1) [cs2|e3s caz|cao
P2 = ClaC2®:C3aC4a ) c48 | c40] c50 c54 | c55
P3 = COpC3@C4 3) Fig. 4. Example patterns for hamming based cross parity codedbas
P4 = CloC2qC4a (4) correction for a 64-bit multiplier

Similarly, each row is encoded separately and treated as
a different code word. The columns are encoded using tB&t we just know 2 bits in rowl and row2 are in error but
simple parity. Every two bits are protected by a column parinot their location. To find out which bits in each rows are in
CP as shown in Fig. 2. The column parities of the first colum@rror can be easily done using the column parties as bit CO
are determined as shown in the equations below. Rest of theprotected by CPO, bit C5 is protected by CP1. Similarly,
column parities are generated exactly the same was as thathéf bits C2 and C7 are protected by CP2 and CP3. using the

CPO to CP3, as represented in the following: combination of both row and column parity, one can easily
say which bits are in error.
CPO = CO0®C10 (5) We then use a simplAND-XOR logic to correct the
CP1 = C5@pCils (6) detected errors. Fig. 4 shows some of the example patterns
CP2 = C2@¢Ci12 (7) of the erroneous bits that can be corrected using the cross
CP3 — C73Cl7 ®) icnoddig;t.o,rb\ set of errors in Fig. 4 are denoted by same color

The set of equations from Eqgn. (1) to Eqn. (4) helps to In similar way we can incorporate BCH codes for row error
determine the occurrence the multiple error in each ro@etection as it can detect more number of errors in each row.
Similarly, the Eqn. (5) to Egn. (8) computed for each columhig. 4 shows example patterns of errors in a 64-bit finite
also predict the particular bit that being in error using thield multiplier with BCH decoding in each row. But with a
properties of cross parity. Some of the error patterns that CH(31,16) code, we can easily detect up to 6 errors per row
technique can correct are given in Fig. 3. that hence clearly increase the number of bits being caudect
as compared to the simple hamming code.

C. Multiple Error Correction

The above section explained how the errors are detec@d Error Detection Using BCH Code Parity
in both rows and columns. By just identifying the errors are The basic principle and design of the bit-parallel BCH code
not sufficient enough to correct them. Using classical errbased multiple error detection is explained with an the safne
correction codes, they need a separate section often aledit multiplier as shown in Fig. 2. Let us consider a simpleecas
a decoder in order to identify the erroneous bit position ard BCH(15,5,7), wheren = 15 andk = 5. In this fairly small
to correct it. example, we consider bit-parallel PB multiplier over @B.

We eliminate the complex decoders using the fairly simpleet us consider the first row as a BCH code. Thennas15
cross codes and use a simplD-XOR logic to perform the andk =5, the following expression is obtained:
correction. F_or example in Fig. 3 (_a), suppose bits CO, C_1, C5 M(x) = Cax* + C3C 4+ C22 + Clx+ CO ©)
and C6 are in error. One can easily predict erroneous bits CO ok ok 5
and C2 using the Hamming code of rowl and similarly the X' ‘M(x) = x"(C4x*+C3x* 4 C2x* + C1x+CO)
errors in C5 and C6 are detected by Hamming code of row2. = CaxMC3xt®+caxt?+caxtt+cox10)
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Fig. 5. Example patterns for BCH based cross parity code besedction
for a 64-bit multiplier
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The parity check bits are generated by the following: Multiplier size

P(x) = XnikM(X) modg(X). (11) Fig. 6. Area for various multiplier sizes

Let us consider the generator polynomial todf&) = x'°+
x84+ x° 4 x* + x2 + x+ 1. Then parity expression for the first

row for 6-bit detection will be. complexity. The digit serial multiplication is designednga

single accumulator multiplier architecture. The multplion
P(X) = pox’+ pex®+ prx’ + pex®+ psx° + pax+ pax®  algorithm is as shown in Algorithm 1 [15].
2 1 Algorithm 1:

PP Po (12) Input : A(X) = s ai X, B(x) = ™ tbix, P(x).
We consider a 3 bit correcting BCH code hence it can deteptit put : C(x) = A(x).B(x)modP(x).
6 bit errors in a single code word. So to detect multiple &rrogtep1:C = 0.
in a 5 bit code, we need ten parity bits. The ten parity bits agep2:for i = 0to [m/D] - 1 do
given by, wherepo = Co+Cz+Cs, Po=do+d2+ds+€+€1+ Step3:C =Bi.A+C.
€+6€3, PL=Co+C1+C2+C3+Cs, Pr=0Co+0d1+dp+0d3+ds, Stepd:A=AaP.
P2=Co+Ci1+C3 P2=0do+d1+d3+€ +e+e, ps=C1+ Step5:end for
C2+C4, Pp3 =01+ +ds+€+E+6€3, Pa=Co+C3+Cs, Pa= Step6: return (C mod P(x))
do+d3+ds+e€p+€, ps=Co+C1+Cp, Ps =dg+d1 +dr+€,
pg=C1+C2+C3, pg=0d1+0d2+d3+ep+e3, p7=Ca+C3+Cy,
D7 =+ d3+da+ €1, ps = Co+Cp+Ca, Pg = do+ o+ s + IV. EXPERIMENTAL RESULTS
€+€+€3 Pg=C1+C3+Cq Po=0Cdo+d3+ds+ey+e. This section explains the experimental results of our pro-

Example pattern for BCH code based cross parity code isfagsed cross parity based error correction method. The behav
shown in Fig. 5. Here we considered the 6 bit error detectalitgal model of both Hamming and BCH based code are im-
BCH code in each row. In each column we used simple paripfemented using VHDL and checked for their functional cor-
codes as that in case of the hamming based scheme. Hemwetness using Modelsim simulator. The schemes are checked
it can detect 2 errors in each column and 6 errors on eaghd verified for bit parallel multiplier of various sizes suas
row. This means that our technique can correct up to certdif, 15, 20, 32, 48, 64 and 90- bit multiplier structures. The
12 bit errors. Some of the pattern examples are highlighteddesigns are then synthesized using Synopsys design compile
colors in Fig. 5. Similar colour indicate the multiple erior Variation in area, power of these designs are evaluatedjusin
the same group. both 180nm and 90nm TSMC technologies.

E. Cross Codes Over Digit Serial Multipliers A. Area and Power Analysis of Proposed Implementation

In this subsection we have extended our proposed cross par~ig. 6 shows the space consumptions of bit parallel multipli
ity scheme over more practical multiplier such as a wordllevers of various sizes. Fig. 7 and Fig. 8 reports the area of erro
multiplier or a digit serial multiplier. For experimentahges correcting blocks (includes the parity generator) in bo8® 1
we have considered a 163-bit digit serial multiplier thathe and 90nm technology. It is very much obvious from Fig. 7 and
standard size multiplier for secure ECC operations set I$NI Fig. 8 that the space consumption of BCH based technique is
and FIPS. As far the contribution concerned, this is the firshly slightly higher than the Hamming based cross code. This
approach to best of the authors knowledge in synthesizingsabecause of the fact that the area intensive decoder sgectio
163-bit multiple error correctable digit serial approachis is of both the codes are replaced by simple cross parity based
because the known error detectable and correctable te@micerror detector and corrector as mentioned in Section IIl.
are better suited for bit parallel multipliers structurestaey The area overhead of the proposed cross parity based
give very huge area overhead because of the parallel comphegthod is depicted in Table I. It is observed for the expenime
error detection, decoding and correction part that runallghr tal analysis that the area overhead for both BCH and Hamming
to the actual multiplier logic. based schemes are remarkably close. The area overhead for a

In this section we have made and attempt to evaluatery simple 10-bit multiplier is only 142%. As the multipiie
the complexity of our proposed scheme over such a digize grows the percentage area overhead due to the parity
serial multiplier architecture to better understand thacsp generation circuit and the correction logic is getting deral
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of both hamming and BCH based designs. As they have

and eventually for a 90-bit multiplier that can correct mpié  comparable area overhead, the power dissipation is roughly
error is just only 101%. This is quite smaller as compared {ose to each other as well.

the classic multiple error correction schemes based on only ' _ o _ o
single error correction code. Even though the design is Bt Experimental Analysis of 163-bit Digit Serial Multiplier

entirely dealing with all error patterns, it is very unligel |t ijs known that the bit parallel multipliers are mainly
that some pattern that can occur outside the scope of {iged in application that needs high speed smaller muitiplie
proposed scheme. It is because of the fact that the protyabikjze. For much complex computation the classic bit parallel
of the radiation particle interference that can cause pialti mu|tip|iers can not be used as the area Comp|exity Simp|e
bit flip is for example only 1 in 1 million clock cycle. Henceexplodes as the multiplier size increases. Hence we use digi
our proposed scheme can provide excellent error maskig&rial multipliers that brings up a trade of between the area
capability with area overhead as less as 101%. and the performance. Hence our scheme has been verified
over more realistic and practically applicable 163-bitiidig
serial multiplier. The area overhead of the 163-bit digitae
multiplier with both hamming and BCH code based cross

TABLE |
AREA OVERHEAD COMPARISION OFVARIOUS MULTIPLIER SIZES

[ No. of bits [ Hamming | BCH | parity scheme have been analyzed. Fig. 11 shows the bar chart
10 142% | 160% of the area overhead for the 163 bit multiplier for different
15 123% | 152% digit sizes. We have considered digit sizes of 2, 4, and 6.
gg 15;?;; 1‘2‘322 The overhead plot clearly indicates that the space overhead
28 105% | 116% significantly reduces for higher digit size of the digit séri
64 104% | 114% multiplier.
90 101% | 106% To complete the design flow, the proposed architecture is

implemented using RTL synthesizable VHDL code. also the
Table Il compares our cross parity code approach with othggsign is synthesized with 0.18m (1.8V supply voltage)
error correction schemes available in open literature.aFair  technology using Synopsys design compiler tools. the badk e
comparison, we have used the 32-bit multiplier. It shows thprocess, place and route, is done using cadence Encblnter
our method can correct more number of errors with lesser ateal set. The final layout of the 163-bit multiplier design is
overhead as compared to the other well known designs. shown in Fig. 12. The layout area , using 6 metal layer, is
The power dissipation of our proposed scheme has bekB84 mn?. We have generated the physical layout of the 163-
analysed. Fig. 9 and Fig. 10 compares the power consumptlmndigit serial multiplier design with the hamming code ngpi



TABLE Il
COMPARISON WITH OTHER APPROACHES FOR32-BIT MULTIPLIER

[ Property | Masoleh et al. 2004 [16] Mathew et al. 2008 [12]] BCH [14] | Cross Parity (Ham) [ Cross Parity (BCH) |
#errors correction single single 3 Errors up to 6 Errors up to 12 Errors
Coding technique Hamming LDPC Classic BCH | Hamming + Simple Parity] BCH + Simple Parity
Overhead >100% >100% 150.4% 108% 120.4%
# Area overhead of 163-bit mutpler practically applied digit serial multiplier circuit and éharea
0 overhead is 170% for a 163-bit digit serial multiplier with

digit size 6. To the best of authors knowledge, this is the firs
approach for error correction in a digit serial multiplidrat

can correct more than 3 errors. The future extension of this
work includes analyzing the fault coverage of the circustoal
extend the method for a generic error correctable deign for a
higher multiplier sizes.

% Area
P
&
o

BCH

Hammng b2 REFERENCES
[1] Y. Jin and Y. Makris, “Hardware Torjans in Wireless Crggtaphic
Fig. 11. Area overhead of error detection and correctiorclfor 163 bit ICs,” IEEE Design & Test Computers, vol. 27, no. 1, pp. 26-35,
multiplier January/February 2010.

[2] A. R. Masoleh and M. A. Hasan, “Fault Detection Architees for
Field Multiplication Using Polynomial Bases|EEE Trans. Computers,
vol. 55, no. 9, pp. 1089-1103, 2006.

[3] D. Boneh, R. A. DeMillo, and R. J. Lipton, “On the Importanc
of Eliminating Errors in Cryptographic Computations),” Cryptology,
vol. 14, no. 2, pp. 101-119, 2001.

[4] R. S. Chakraborty, S. Narasimhan, and S. Bhunia, “Harévilojan:
Threats and emerging solutions,EEE Proceedings on High Level
Design Validation and Test Workshop, pp. 166-171, 2009.

[5] S. P. Mohanty, “A Secure Digital Camera Architecture fotegrated
Real-Time Digital Rights Managemengdurnal of Systems Architecture
- Embedded Systems Design, vol. 55, no. 10-12, pp. 468-480, 2009.

[6] C. R. Moratelli, E. Cota, and M. S. Lubaszewski, “A Cryptaphy
Core Tolerant to DFA Fault AttacksJournal Integrated Circuits and
Systems, vol. 2, no. 1, pp. 14-21, 2007.

[7] J. f. Wakerly, “Microcomputer reliability improvement umg triple-
modular redundancyf/EEE Proceedings, vol. 64, pp. 889-895, 1976.

[8] K.Wu, R. Karri, G. Kuznetsov, and M. Goessel, “Low Costri€arrent

Error Detection for the Advanced Encryption Standard,Pioceedings

of the International Test Conference, 2004, pp. 1242-1248.

O. Keren, “One to Many: Context Oriented Code for ConeutrError

Detection,” Journal of Electronic Testing, vol. 26, no. 3, pp. 337-353,

2010.

[10] C. Argyrides, D. K. . Pradhan, and T. Kocak, “Matrix Caeder Reliable

Cadence SoC Encounter. Fig. 12 shows the generated layout and Cost Efficient Memory ChipslEEE Trans. on VLS, vol. 19, no. 3,

. . . pp. 420-428, 2011.
of the digit serial multiplier. [11] J. Mathew, A. M. Jabir, H. Rahaman, and D. K. Pradhan, §&irError

Correctable Bit Parallel Multipliers Over GH),” IET Comput. Digit.
V. CONCLUSION AND FUTURE EXTENSION Tech,, vol. 3, no. 3, pp. 281-288, March 2008.
) . - [12] J. Mathew, J. Singh, A. M. Jabir, M. Hosseinabady, andDPradhan,

This paper proposed a novel multiple error correction  “Fault Tolerant Bit Parallel Finite Field Multipliers ugil.DPC Codes,”

scheme based on cross parity codes in order to address thein Proceedings of the IEEE International Symposium on Circuits and
S . i o Systems, 2008, pp. 1684-1687.

_temporal fault in circuits mamly occur_rlng due to the raitia [13] N. Alves, “State of the Art Techniques for Detecting fiséent Errors
interference. The authors have explained the proposedrgche  in Electrical Circuits,”|EEE Potentials, pp. 30-35, 2011.
by taking finite field multipliers as example circuits wherél4] M. Poolakkaparambil, J. Mathew, A. M. Jabir, D. K. Pradhand S. P.

T L Mohanty, “BCH Code Based Multiple Bit Error Correction innke
radiation interference an.d attacks based on controlledtrad Field Multiplier Circuits,” in Proceedings of the 12th IEEE International
have been reported. With the new proposed scheme authors Symposium on Quality Electronic Design, 2011, pp. 615-620.
have come up with addressing the issue of multiple errg#! v I';_“'pafv 5 V‘éo'"”geé’ ang & P?afv "OhPtiEEE“TDigit SCerGFEZm)

. - . . e 0 e base ogra| an Ol €ers,
correction capability and area overhead. With the crosiypar Volf. ES' LSO 1r0 F;Jr;\-l 13065_1311ry‘2)00%r. phyl rans. Lompuiers
codes, the complex decoding blocks have been replaced @l A. Reyhani-Masoleh and M. A. Hasan, “Low Complexity Biarallel
the correction is done using the inherent error detection '_T}mhitegurejt for Po:yg%mia' %aSiS Mgﬂgpg%ﬁgiogogzer GH)." IEEE
. . rans. Computers, vol. , NO. S, . —. y .

capabilities of the codes itself. With the new approach, the PULers, PP
90-bit multiple error correctable multiplier has just 10Hea

overhead. The authors have also analyzed their technique in

Fig. 12. Layout of the 163-bit multiplier with Cross Parity @»Correction [9]
Block



