
Bee Colony Inspired Metamodeling Based Fast
Optimization of a Nano-CMOS PLL
Oleg Garitselov1, Saraju P. Mohanty2, Elias Kougianos3, and Priyadarsan Patra4

Nano-Systems Design Laboratory (http://nsdl.cse.unt.edu)1,2,3

University of North Texas, Denton, USA.1,2,3

Intel Architecture Group, Intel Corporation, USA.4

Email-ID: omg0006@unt.edu1, saraju.mohanty@unt.edu2,
eliask@unt.edu3, andpriyadarsan.patra@intel.com4.

Abstract— The design and optimization complexity of
analog/mixed-signal (AMS) components causes significant in-
crease in the design cycle as the technology progresses towards
deep nanoscale. This paper presents a two-tier approach to
significantly reduce the design cycle time by combining ac-
curate metamodeling and intelligent optimization. The paper
first presents metamodeling which is a surrogate model of a
parasitic-aware SPICE model of the circuit in order to simplify
the optimization calculations and minimize the design space
exploration time. The paper then introduces the Bee Colony
Optimization (BCO) algorithm for nano-CMOS AMS circuit
optimization. To best of the authors’ knowledge, this is thefirst
research combining metamodel and BCO for AMS design space
exploration. The proposed design optimization flow is used on 5
metamodels with 21 design parameters each, corresponding to
5 distinct Figures of Merit (FoMs) to conduct multi objective
optimization. A 180 nm LC-VCO PLL frequency generation
circuit is used as case study. The optimization achieved approx.
90% power and 52% jitter reduction while keeping locking
time constraints on the system. In comparison to an exhaustive
simulation approach, metamodeling is1020 times faster.

I. I NTRODUCTION AND CONTRIBUTIONS

Analog/Mixed-Signal (AMS) system design is a complex
and time consuming process especially at the physical-design
level. The optimization at this level is intensive and even
infeasible as it is hard to predict the output of an actual circuit
due to the complexity of computations involved in simulation.
In addition, the presence of parasitics after the physical layout
stage has a very dramatic effect on the output, hence making
the numerical methods inefficient [1], [2]. For example, the
simulation time for PLL lock on a full parasitic netlist is of
the order of many hours to days. Thus, there is a pressing need
for design methodologies that provide: (1) Fast simulationof
nano-CMOS AMS systems and circuits for verification and
characterization. (2) Fast layout optimization of complexnano-
CMOS AMS systems. (3) Fast design space exploration and
optimization convergence to reduce design cycle time in the
current short time-to-market constraints.

To address the complexity of design optimization, numerous
research works have been presented in the current literature
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which deal with the actual circuit netlist. Design space ex-
ploration approaches from high level descriptions of analog
circuits are given in [3]. The use of neural networks in the
automatic synthesis of op-amps is explored in [4]. In [5], a
parasitic-aware LC-VCO is presented. Low-power LC-VCOs
are presented in [6]. In [7], a current-controlled oscillator
is subjected to process variations. The process mismatch
of an ADC is discussed in [8]. A layout-aware modeling
approach for analog synthesis is given in [9]. A single manual
design iteration design flow is proposed in [1] for fast design
optimization of VCOs.

An alternative approach is to use surrogate models of the ac-
tual circuit (metamodels) or simplified models (macromodels)
for fast simulation, and design space exploration. A statistical
wire-length estimation approach using surrogate modelingis
proposed in [10]. A VCO parametric metamodeling approach
is given in [11]. Posynomial modeling for gate sizing is done
in [12]. Metamodeling is presented for IP reuse for SoC
iteration and microprocessor design in [13]. Metamodelingis
used in [14] for creating an inductor for CMOS circuits. In
[15] support vector machine (SVM)-based machine learning is
proposed as a surrogate for expensive circuit-level simulation.
In [16], metamodeling has been used for small circuit opti-
mization. Macromodeling is discussed in [17], [18], but it is
not metamodeling since metamodels are continuous predictive
equations and not simplified circuits.

A metamodel is essentially a predictive mathematical for-
mula for a given figure of merit (FoM) such as power,
frequency, jitter, leakage, phase noise, etc. Each circuitcan
obviously have more than one metamodel if the optimization
step is multi objective , which are then used by the opti-
mization algorithm to bring the circuit to the needed speci-
fications. During the optimization phase the savings by using
the mathematical models are enormous, since sampling and
recreation of the physical design of the circuit is not needed
for each iteration. Another advantage of using metamodels
is that they are reusable andlanguage and tool independent,
hence IP reuse speeds up the process if the designer has to
create multiple designs that have close specifications. In other
fields the metamodeling process is used consistently especially
when the sampling is very costly or time consuming [19].



To fill the gap of the existing approaches to meet the need
for shorter design cycle for nanoscale AMS circuits, this paper
presents followingnovel contributions to the state-of-the art:

• Approaches to create accurate, parasitic-aware metamod-
els for complex nanoscale AMS circuits such as a PLL,
are presented. Accurate models are created for 21 design
parameters from only 100 SPICE-level simulations.

• The Bee Colony Optimization (BCO) algorithm is inves-
tigated for the first time for AMS circuit optimization.
The multi-objective optimization results in the desired
physical design the PLL, demonstrating the effectiveness
of this approach.

• It is demonstrated that the BCO assisted, metamodeling
based design flow is orders of magnitude faster than
circuit-based approaches.

The rest of the paper is organized as follows: A brief
overview of the PLL circuit that was used in this research is
given in Section II. Section III describes the BCO algorithm.
Section IV introduces and describes the metamodeling design
flow. The optimization results are shown in Section V. The
paper is concluded with directions for future research in
Section VI.

II. PHASE LOCKED LOOP (PLL) CIRCUIT

The Phase Locked Loop (PLL) shown in Fig. 1 is a closed
loop feedback control system consisting of the phase detector,
charge pump, loop filter, LC-VCO, and frequency divider. The
logical and physical design of the PLL was performed for
a 180 nm CMOS technology with a target frequency of 2.6
GHZ. The characterization of the target FoMs is presented
in Table I. The following sections will briefly explain each
component of the PLL system.
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Fig. 1. Block diagram of a PLL.

A. Phase Detector

The phase detector enables the phase differences in the
loop to be detected and the resultant error voltage to be
produced. A proportional phase detector directs the charge
pump to supply charge amounts in proportion to the phase
error detected. Phase detectors range from a simple XOR gate
to complex logic circuit consisting of flip-flops. Phase detector
is an analog mixer [20] or an asynchronous sequential logic
circuit functioning so as to detect mismatch between phase or
frequency between two signals.The schematic representation
of the phase detector using two D flip-flops and one AND
gate is shown in Fig. 2.
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Fig. 2. Phase detector circuit.

B. Loop Filter and Charge Pump

The charge pump schematic is shown in Fig. 3. It stabi-
lizes spurious fluctuations of currents and switching time to
minimize the spurs in the VCO input.
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Fig. 3. Schematic of the charge pump circuit.

The output signal from the charge pump is applied to the
loop filter, which is shown in Fig. 4. The loop filter determines
the PLL’s dynamic characteristics. A low-pass RC filter is used
to pass frequency signals within the range of the VCO.

C. LC Voltage Controlled Oscillator

The LC-tank voltage-controlled oscillator (LC-VCO) for
this design is shown in Fig. 5.The operating frequency of the
LC-VCO can be mainly controlled by applying a DC input
voltage.

D. Frequency Divider

The frequency divider shown in Fig. 6 is implemented using
true single phase logic. When a continuous train of pulse
waveforms at fixed frequency is fed to it as an input signal,
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Fig. 4. Schematic of the loop filter circuit.
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Fig. 5. Schematic diagram of the LC-VCO.

an output signal of approximately half the frequency of the
input signal can be obtained.

Fig. 6. Schematic of divide by 2 circuit.

III. B EE COLONY OPTIMIZATION ALGORITHM

The two crucial phases in a metamodel assisted design is the
creation of the metamodels and the optimization algorithm.In
this section we concentrate on the optimization algorithm and
defer discussion of the metamodel generation to Section IV.

The bee colony approach has been used for job shop
scheduling optimization in [21]. A powerful and efficient
algorithm for numerical function optimization, the artificial
bee colony algorithm, was proposed in [22]. A multi-objective

heuristic algorithm which is based on bee colony process
is proposed in [23]. A bee colony optimization metaheuris-
tic algorithm is introduced in [24] and applied to different
transportation problems. Multiple heuristics for bee colony
algorithm have been proposed in [25] and were used in multi-
variable function optimizations. In this paper the algorithm is
investigated for nanoscale PLL design as the parasitic-aware
netlist simulation time is excessive for efficient design space
exploration.

The BCO algorithm is based on the natural behavior of
honey bees for finding the best food source. The artificial bee
colony divides bees into three categories: onlookers, scouts,
and workers. The algorithm starts with bees being divided
equally between onlookers and worker bees only. An initial
random solution is assigned to worker bees. Worker bees then
search for food at the known random location. When bees
return to the hive, the information is shared among the bees by
performing a wiggly dance on the hive floor. The unemployed
onlooker bees then choose the best food source and employ
themselves to go search for more food around the area of the
food source. The worker bees then become scout bees and
start searching for food randomly again.

The internals of the meta-heuristic BCO algorithm which
is used for fast design space exploration of the PLL in this
paper is described in Algorithm 1. The proposed algorithm
is a maximization approach. Due to the random behavior
of bees it can leave local maxima and potentially find the
global maximum, provided a sufficiently large number of
iterations is performed. The Figures-of-Merit (FoMs) usedin
this algorithm are presented in Section V.

IV. T HE PROPOSEDBEE-COLONY INSPIRED

METAMODEL-BASED DESIGN FLOW

In order to create accurate metamodels, the designer needs
to take into account how many design parameters are in the
systems, and what is the maximum number of samples that
will be used to create the metamodel. The sampling stage is the
slowest part of the metamodeling process. The accuracy of the
metamodel is dependent on the amount of simulations which
is limited by the available simulation budget (time-wise).The
final accuracy also depends on the form of the metamodel. In
this paper we consider polynomial models hence the accuracy
is directly related to the maximum number of coefficients that
can be fit in the model. To maximize the accuracy of the model
the right sampling technique should be identified. Following
[26], we use Latin Hypercube Sampling (LHS) in this paper.

For the PLL circuit under study, the sampled data is fit
into partial polynomial equations. Since the full polynomial
function would result in a very large amount of coefficients for
21 variables, partial polynomial functions of order 1 through 6
are considered. A stepwise regression method [27] is used to
filter out the coefficients that do not contribute to the function’s
outcome. Stepwise regression starts with an initial model and
then compares the explanatory power of incrementally larger
and smaller models. At each step, theP -value of anF -statistic
is computed to test the model with and without a potential



Algorithm 1 Proposed Bee Colony Optimization Algorithm.
1: Initialize maximum iterations← maxi.
2: Set the boundaries for each parameterP (i)← [min,max].
3: NumberBees ← Define the number of bees.
4: buffer ← Number of close worker bees dispersal.
5: Initialize a matrix as follow:beematrix(3, NumberBees) ←

[workers, onlookers, scouts].
6: Set beematrix first half to be workers and other onlookers.
7: Initialize food sources.
8: while (Counter ≤ maxi) do
9: for eachi from 1 toNumberBees do

10: if (beematrix(1, i) == 1) then
11: (1) Sendworker bee to a random known food source.
12: Calculate Power(i), Jitterh/v(i) using metamodels.
13: Calculate the proposed FoM of the PLL.
14: if (current FoM is better than the previous FoM)then
15: Update result and location.
16: else
17: Convert bee to onlooker.
18: end if
19: else
20: if (beematrix(1, i) == 1) then
21: (2) Sendonlooker bee.
22: Calculate probability that the food source is good
23: if (probability is high)then
24: Sendonlooker to random location for each design

parameterP .
25: Calculate the FoM.
26: if (current FoM is better than the previous FoM)

then
27: Update result and location.
28: Convert bee to worker.
29: else
30: Convert bee to scout.
31: end if
32: end if
33: else
34: (3) Sendscout bee.
35: Pick the best result asbestr.
36: Send the scout to random location for eachP .
37: if (current FoM is better than the previous FoM)then
38: Update the result.
39: Convert bee to worker.
40: end if
41: end if
42: end if
43: if (current FoM is better than previous FoM)then
44: Update result and location.
45: end if
46: end for
47: Counter ← Counter + 1.
48: end while
49: Return result and location.

term. If a term is not currently in the model, the null hypothesis
is that the term would have a zero coefficient if added to
the model. If there is sufficient evidence to reject the null
hypothesis, the term is added to the model otherwise, if a term
is currently in the model, the null hypothesis is that the term
can be ignored, so if there is insufficient evidence to reject
the null hypothesis, the term is removed from the model. The
method concludes when no more improvements can be made
to the model. Stepwise regression may build different models

from the same set of potential terms depending on the terms
that were initially included in the model which changes the
order in which terms are moved in and out.

A. Design Parameter Selection and Their Ranges

The design parameters are selected among the key com-
ponents of the PLL circuit. LC-VCO transistor NM1 and
NM2 (Fig. 5) widths are set toWnLC and PM1 and PM2
widths are set toWpLC . The divider (Fig. 6) transistor widths
are parameterized each separately:Wn1Div for M5, Wn2Div

for M6, Wn3Div for M7, Wn4Div for M8, Wn5Div for M9,
Wp1Div for M1, Wp2Div for M2, Wp3Div for M3, andWp4Div

for M4. Since the phase detector has too many transistors, this
component circuit is parameterized after dividing it into three
logical portions. The parameters are distributed between two
flip-flops and the AND gate. D-flip-flop DFF1:Wnpd1 and
Wppd1, D-flip-flop DFF2:Wnpd2 andWppd2, and AND gate:
Wnpd3 andWppd3 (Fig. 2). The charge pump (Fig. 3) is also
divided into two different portions. Since the current mirror
transistors need to be larger size than the logic transistors of
the circuit, the charge pump inverter 1&2 transistors M1, M2,
M3, and M4 are set withWnCP1 andWpCP1, and the current
mirror transistors M5, M6, M7, and M8 are set toWnCP2 and
WpCP2. This results in a total of 21 parameters. The ranges
for each parameter are shown in Table II.

B. PLL Circuit Characterization

The PLL circuit is characterized for output frequency,
power, vertical and horizontal jitter (to simplify the phase
noise calculations), and locking time. A separate metamodel
is created for each FoM from the same sample set. Each
single transient simulation calculates all FoMs so the number
of simulations that are needed does not depend on the number
of metamodels than need to be generated. In general, the
more the particular circuit is characterized the better, since the
metamodels are reusable and they can be used for different
optimizations and verification later without rerunning the
simulations.

C. Selecting the Right Metamodel

There may be numerous forms of metamodels that can be
created from the same sampled set. The Root Mean Square
Error (RMSE) and coefficient of determinationR2 are the
metrics used for goodness of fit. The RMSE is derived from
the sum of square errors (SSE):

RMSE =

√

1

N
SSE =

√

√

√

√

1

N

N
∑

k=1

(y(xk)− ŷ(xk))
2
, (1)

whereN is the number of simulation points,y is the actual
simulation result values and̂y are the results of the metamodel
at the same location as the simulation point.R2 predicts the
probability that a future result is accurately predicted bythe
model. R2 ranges from 0 to 1, where 1 is the best value.
However,R2 cannot account for over-fitting of the model.
Hence, the adjustedR2, R2

adj is used since it accounts for the



number of explanatory terms in a model [27]. BothR2 and
R2

adj for different orders of the polynomial metamodel for
settling time are shown in Fig. 7. The number of coefficients
that are generated for each order of the polynomial metamodel
is shown in Fig. 8. In that figure theR2 value andR2

adj

are nearly equal to 1 when the order reaches 5. The number
of coefficients that represent the metamodel at those orders
is equal to the number of simulation data points (100).
This means that the model is over fitted, therefore for the
metamodel that represents settling time, a polynomial order
of 4 will be used.
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V. M ETAMODEL OPTIMIZATION RESULTS

The proposed optimization is performed on a constraint of
locking time. The locking time is a metric that shows that
the PLL circuit really works as expected. The optimization
target is that the frequency is within 0.5% of the specification.
The aim is for a 2.6 GHz output frequency of the PLL. The
FoM that needs to be maximized is calculated for every arising
combination of parameters varied for optimization. The paper
introduced the following FoM for the PLL to ensure that
mutual conflicting objectives are met during the optimization:

FoMPLL =

(

1

Power× Jitterh × Jitterv

)

, (2)

where P , Jh, and Jv are the power, horizontal jitter, and
vertical jitter, respectively. The maximization of this FoM will
lead to a PLL design that will have minimized power and jitter.

The BCO progression over the number of iterations is shown
in the Fig. 9. Each run of the optimization is slightly different

from the others due to the randomness of the bees involved in
searching the solution space.
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Fig. 9. Results of the BCO algorithm progression for the selected FoM.

The results of the BCO are shown in Table I. The final
optimized responses of the PLL are shown in Table II. The
final physical design of the PLL that uses the optimized
parameters is shown in Fig. 10.

TABLE I

POWER AND JITTER OF THEPLL BEFORE AND AFTER OPTIMIZATION.

Metric Before After Improvement
Optimization Optimization

Power 9.29 mW 0.87 mW 90.6%
Jitter Vertical 168.35µV 3.28 nV ∼100%

Jitter Horizontal 189 ps 180 ps 4.8%

TABLE II

PLL CIRCUIT PARAMETERS WITH THE PARAMETER CONSTRAINTS. FINAL

COLUMN ALSO SHOWS THE OPTIMIZED VALUES FOR EACH PARAMETER.

Circuit Parameter Min Max Optimal
(m) (m) Value (m)

Phase Detector

Wppd1 400n 2µ 1.66µ
Wnpd1 400n 2µ 1.11µ
Wppd2 400n 2µ 784n
Wnpd2 400n 2µ 689n
Wppd3 400n 2µ 1.54µ
Wnpd3 400n 2µ 737n

Charge Pump

WnCP1 400n 2µ 1.24µ
WpCP1 400n 2µ 1.35µ
WnCP2 1µ 4µ 1.35µ
WpCP2 1µ 4µ 2.88µ

LC-VCO
WnLC 3µ 20µ 18.62µ
WpLC 6µ 40µ 37.48µ

Divider

Wp1Div 400n 2µ 1.65µ
Wp2Div 400n 2µ 1.54µ
Wp3Div 400n 2µ 1.38µ
Wp4Div 400n 2µ 1.96µ
Wn1Div 400n 2µ 1.09µ
Wn2Div 400n 2µ 1.17µ
Wn3Div 400n 2µ 1.29µ
Wn4Div 400n 2µ 1.95µ
Wn5Div 400n 2µ 536n

VI. CONCLUSION AND FUTURE RESEARCH

This paper investigated the use of metamodeling and an
intelligent Bee Colony Optimization algorithm to speed up
the design-space exploration for AMS circuits. On the case
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Fig. 10. Final layout of the optimized PLL for 180nm nano-CMOS.

study of a 180nm PLL, the circuit was parameterized with
21 parameters and optimized using the BCO algorithm. The
algorithm is proven to be suitable for nanoscale AMS circuit
optimization and performed very well in convergence. The
final outcome of the design flow was 90% power savings
and and average of 52% jitter minimization which have been
achieved with a minimal time of 100 simulations to generate
polynomial metamodels. In comparison, an exhaustive search
of the design space of 21 parameters with 10 intervals per
parameter would require1021 simulations. The time savings
are enormous (≈ 1020× simulation time). In future research
we will investigate metamodels other than polynomial. Since
the accuracy of the metamodels is essential, it would be
interesting to see the behavior of different kinds of equations
and their accuracy applied to complex circuits with large
parameter sets.
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