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Abstract [1] to analyze the stability of an SRAM considering device
parameter fluctuations. In[2, 7, 3], a dUgl, and dual?,
A novel design approach for simultaneous power and assignment method is presented for low-power SRAM.

stability (static noise margin, SN M) optimization of nano- The rest of the paper is organized as follows: Section 2
CMOS static random access memory (SRAM) is presented. discusses the new design flow. The baselifiern SRAM

A 45nm single-ended seven transistor SRAM is used as a design is discussed in Section 3. Section 4 presents the
case study. The SRAM is subjected to a dual-Vr;, assign- combined DOE-ILP based algorithm. Section 5 studies the
ment using a novel combined Design of Experimentsand In- effect of variability in device parameters on the optimal

teger Linear Programming (DOE-ILP) algorithm, resulting SRAM, followed by conclusions in Section 6.

in 50.6% power reduction (including leakage) and 43.9%

increasein theread SN M. The process variation analysis 2 Proposed Optimal SRAM Desian Flows
of the optimal SRAM carried out considering twelve device P P 9

parameters shows the robustness of the design. . . o )
The two flows investigated are shown in Fig. 1. The in-

put to each of the flows is a baseline SRAM which refers to
the design with nominal sized transistors for a specifictech
nology. In the embedded SRAM, it is increasingly chal-
lenging to maintain the reaflN M while reducing power
The memory subsystem consumes a substantial portiorconsumption. To reduce the power consumption this paper
of the total-power budget of a system-on-a-chip (SoC) [17]. investigates the process-level technique, called #ual-
Reducing memory power dissipation will improve power- For the nano-CMOS node (e 4pnm) under consideration,
efficiency and reliability of the SoC. Stability of SRAM |eakage is a major component of total power [10]. Hence its
becomes the major concern when the nano-CMOS is usededuction through dual-¥, reduces total power.
for its fabrication due to process variations. Variations i What isimportant at this step is the selection of appro-
the device parameters translate into variations in SRAM priate transistors for high-V7;, assignment so that perfor-
attributes, such as power and stability. Under adverse op-mance of SRAM is not degraded. To address this important
erating conditions such SRAMs may inadvertently corrupt problem of choosing transistors for high-, assignment
the stored data. It is challenging to maintain an acceptablewe propose combined DOE-ILP algorithms. The combined
SNM in embedded SRAMs while scaling the minimum approach reduces the optimization search space and conver-
feature sizes and supply voltages of the SoC [13, 9]. gence solutions faster (due to DOE) while maintaining the
The current literature is rich in variants of SRAM. A accuracy of ILP. The approach thus can handle large circuits
nine-transistor SRAM is proposed in [9, 8] that has higher for optimization in reasonable time for optimal solutions.
stability and low power consumption. A Schmitt-trigger In optimal-design flow 1 (Fig. 1(a)), predictive equa-

based SRAM in [6] provides better read stability and bet- tions are formulated for poweffw ), andSN M (Fsnar)

ter write a.b|||ty A ten transistor SRAM at a low V0|tage based on the experiments performed On‘mg state (h|gh
and faster readout operation is proposed in [12]. ABU#D  or nominal) of each transistor. These predictive equations
SRAM is presented in [16]. A methodology is proposed in (% andm), and the constraints are assumed to be

OThis research is supported in part by NSF award numbers CCF- linear. Each of the solution variables is restricted to be ei
0702361 and CNS-0854182. ther O (nominaWry) or 1 (highVry,). In essence the linear
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(a) Optimization Flow - 1 (b) Optimization Flow - 2 3.1 Design of the SRAM for 45nm CMOS

The single-ended 7-transistor SRAM cell is shown in
Fig. 2 is composed of a read and write access transistor
(transistor 1), two inverters (transistors 2, 3, 4 and 5)-con
nected back to back to store the 1-bit information and a
transmission gate (transistors 6 and 7). The transmission
gate opens the feedback connection between inverters dur-
ing the write operation. The cell operates on a single bit-
line, instead of two bit-lines as in standard six transistor
SRAM cell. Both reading and writing operations are per-
formed over the single bit-line. The word-line (WL) is as-
serted high prior to write/read operation. When the cell is
in hold mode, WL is low and a strong feedback is provided
to the cross-coupled inverters by the transmission gate.

Figure 1. Proposed Design flows for SRAM.

objective function is optimized subjected to linear egyali
and linear inequality constraints. Thus, ILP is the fittest
way to solve the optimization problem. The solution set for
power minimization is calledpy g, and the solution set
for SN M maximization is calledSsyas. In order to ob-
tain power minimization and' N M maximization simul-
taneously, the overall objective s&b g is formulated as
Spwr N Ssnya (N refers intersection).

In the optimal-design flow 2 (Fig. 1(b)), the predictive

equations for power flpw r*), and SNM (fsnvm*) are 3.2 Static Noise Margin Measurement
normalized based on the experiments performed ofvthe
state (high or nominal) of each transistor. Normalization ¢/ is defined as the maximum amount of noise that

of the two different dimensional attributes, such power and -5, e tolerated at the cell nodes just before flipping the
SN M allows formulation of a combined objective function  giates SN M is expressed by the following [13]:

for their simultaneous optimization. The objective fuoati
to be/sol\ved:fOBJ*_is. fqrm_ed as me\division oprR* . Vad — (fof) Vien
and fsyarx. The minimization offop s+ leads to simul- SNMgram=Vry — (ﬁ) X
taneous power minimization (numerator) afidy M maxi- + 1+ (k(rrﬂ))
mization (denominator). The solution set is call&slz ;.

After the optimal dualV;, assignment is obtained from Vi — 2V,
either of the two ways (i.e. Fig. 1(a) or Fig. 1(b)), the new - 1)
SRAM configuration is re-simulated for power af& M. 1+ (%k) + \/(2) (1 + 2k + ng)

For nano-CMOS SRAM it is important that they perform

under several process variations, thus the statisticalhiar Wherer is the ratio of driver to access transistor sizes,

ity is studied subjected to twelve device parameters. is the ratio of load to access transistor sizess defined
A T-transistor SRAM topology which is suitable for the s [(TLH) ( /ﬁ _ 1)} V, is (Vg — Virp) and

low voltage regime and tolerant to read failure is used [14]

as a case study for the proposed methodology. However, thd’ is [Vs - (TLHVTh)]- Thus, S\M is dependent on the

proposed methodology is applicable to any SRAM. threshold voltage Vry,. For measuremen$,N M is defined



Algorithm 1 : Simultaneous powe$/N M optimization

1: Input: Baseline circuit, Nominal/High4r, models.

2: Output: Objective setSoss = [fpwr, fsnar] With transis-

tors identified for high/, assignment.

3: Setup experiment for transistors of SRAM cell using 2-Level
Taguchi L-8 array, where the factors are the transistorsfznd
responses are averafe-q. and readSN M, qm.

. for Each 1:8 experiments of 2-Level Taguchi L-8 arday

Perform simulations and reco#®,.q.» andSN Msyam -

end for o o

: Form predictive equationg’pw r for power, fsn as for SNM.

: Solve% using ILP. Solution setSpw r.

: SolvejgN\M using ILP. Solution setSsnas.
. ) 10: FormSops =Spwr N Ssnm.
Figure 3. Current paths in the SRAM cell. 11: Assign highVr;, to transistors based o 7.
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as the length of the side of the largest square that can bey\10s along with the gate-leakage current, whereas PMOS
fitted inside the lobes of the butterfly curve [7, 13]. carries gate leakage and subthreshold leakage. Intheftase o
second inverter, NMOS (transistor 5) is in OFF state which

3.3 Power and Leakage Measurement has gate leakage and subthreshold leakage, whereas PMOS
(transistor 4) which is in ON state carries active curremt an
The total power of a nano-CMOS SRAM circuit is: gate-leakage current. The transistors of the transmission
gate (transistor 6 and 7) are OFF while the SRAM cell per-
Psram = Payn + Psub + Pyate, 2) forms write function hence subthreshold and gate-leakage

. . _ current flow through them.
where Py, is dynamic power P, is subthreshold leak- In summary, both power anélN M are affected by the

age, andPyqc. is gate leakage. SRAM cells retain data for i, aqhoid voltagé’s, and dualVi, technique is promising
some duration of time as they cannot be shut off and alsos,, iheir optimization in nano-CMOS SRAM design.

Iegk_age_ is a prominen_t component of power [16, _10]. SO, The SRAM cell has been simulated usitighm CMOS
minimizing of leakage is necessary. One of t_he Major COM- b\ model [18], with minimum sized transistors antia
ponents of power, the subthreshold leakage is: of 0.7V. The power and N M results for the baseline de-

v v sign is presented in Table 1 and butterfly curve in Fig. 5(a).
gs — VTh —Vds
Iy, = Cexp ( ) (1 — exp ( )) , (3)

S'Utherm Vtherm

4 Combined DOE-ILP Based Algorithms

whereC = (o Tj;zgf)vfhermel'g . Thus, subthresh-

old leakage isxponentially dependent on Vi, [10].

In a nano-CMOS SRAM circuit, the current flow in eac
device depends of the location the device in the circuit as
well the operation being performed. Thus, for accurate
measurement of power it is important that the currents are
identified. Fig. 3 shows the current paths for various read
and write operations for a SRAM cell. When the transis-
tor is in ON state it has active current along with the gate

Algorithm 1 and 2 presents two combined DOE-ILP op-

h timization algorithms. The two versions differ in the way
the power and' N M objectives are simultaneously tackled.
In Algorithm 1, experimental analysis is performed for
the transistors of the SRAM using 2-Level Taguchi L-8 ar-
ray [11]. Simulations are run for each 1:8 experiments of 2-
Level Taguchi L-8 array and the values for both power and
SN M are recorded. Using DOE, the linear predictive equa-
tions are formulated. 2-Level Taguchi L-8 array approach

leakage [5]. When the transistor is in OFF state, it has gate- fDOE is ab hoi dto the oth hni
oxide leakage current and subthreshold leakage current [5]0 oOE 1S a etter.c. oice compared to the ot er techniques
as itis fast and efficient. For examplefull factorial exper-

For clarity, let us discuss Fig. 3(a) which shows the cur- . o .
rent path for write “1” operation. In this case, bit line and iment will take 2 = 128 runs, whereas a 2-Level Taguchi
WL are precharged to level “1” which form a path for Q, L-8 array re_sulted in 8 only runs. .
thus Q will be at level “1”. Hence transistor 1 is ON and LAlgorlthm 2, /n(ﬂnallzed eq_uanons for _pov_ver
carries both active current and gate leakage current. PMOS./Pwr*) and SNM (fsy s +) are obtained. The objective

transistor of the first inverter (transistor 2) will be OFFdan ~ function (fo 5;+) is formed as the division offfw r*) and
NMOS (transistor 3) are ON. The active current flows in (fsn %), @s minimization of this would lead to simultane-



Algorithm 2 : Simultaneous powe$/N M optimization

: Input: Baseline circuit, Nominal/High4r, models.

2: Output: Objective sefSog.s* = [fpw r*, s~ ] with tran-
sistors identified for highVr;, assignment.

. Setup experiment for transistors of SRAM cell using 2-Level
Taguchi L-8 array, where the factors are the transistorsfzand
responses are averafe-q. and readSN M, qm.

. for Each 1:8 experiments of 2-Level Taguchi L-8 arday

Perform simulations and recof,.o.» andSN Ms,qm.-

end for o o

: Form normalized predictive equationgow r* and fs n s *.

: FOfmeBJ* = (@/\L*).
fsNm*

. Solve for * using ILP. Solution setSo 5 7+.
. Assign highVr, to transistors based v . *.

© 0o N O U

ous power minimization an8N M maximization. This ob-
jective function is then solved to get the solutionSgts ;..
The factors of DOE are the 7 transistors of the SRAM

cell, and the responses are the average-power consumption

(EI/V\R) and SN M (m) of the cell. Each factor can
take a highVr,, state (1) or a nomindlr,, state (0). The

experiments are run, and the half-effects are recorded. The

predictive equations of are obtained from the pareto plbts o
half-effects of transistors.

4.1 Power Minimization: Spwr

The predictive equation for average power is:

Frwr(nW)

118.2075 — 5.975 x x1 — 28.955 X o
23.1625 x x3 — 10.995 x 24 — 10.6375 x x5
12.1425 x w6 + 6.475 x 7. (4)

Where,z; represents th&p;,-state of transistor 1z rep-
resents thér;,-state of transistor 2, and so on. The ILP for
average power minimization is formulated as:

min  fpwr
st.  fsnum > Tsna andxz; Vil — 7eitherOor 1

()

where sy iS a designer defined constraint &V M.
Solving the ILP problem, the optimal solution is obtained
as fO”OWS:SPWR = [,Tl =1, z0=1,23=1,24=1,25 =1,

x¢ = 1,z7 = 0]. This is interpreted as transistors 1, 2, 3, 4,
5, 6 are of highV/;;,, and transistor 7 is of nominal.

4.2 SNM Maximization: Sgyu

The predictive equation for reaglV M is expressed as:

Fsnar(mV)

156.675 — 44.025 x 21 + 58.725 X 22
53.925 x @3 — 6.425 x x4 + 32.575 x =5
19.375 x 26 — 19.625 x 7. (6)

+
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Figure 4. Dual- Vi, configurations of SRAM.
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The ILP formulation for SNM maximization is obtained as:
max fsnum @
s.t.  fpwr < Tpwgandz; Vil — 7eitherOorl

whereTpy g is the designer defined power constraint. ILP
yields the optimal solution asSgn s =[r1 = 0,20 =1, 23
=0,24=0,25=1,26 = 1,27 = 0].

4.3 Combined Power / SNM Optimization

4.3.1 Approach-1

The objective seSpps for simultaneous optimization of
power andSN M is formed as:

(8)

wheren is the intersection of two solution sef$y r and
Ssnar- To obtain low-power and high-N M SRAM, we
use the set intersection operator to achigyg ; which has
the set values ofpyy g N Ssyas- In other words, we pick

Sops = Spwr N Ssnum,



devices which are part of low-power and higtv M solu-

tion sets. The constraints are same as the above ILP formu- Table 1. Results for different objectives

. ) S _ _ [ Design Alternative] Parameter | Value | Change |
lations. The ILP results in the followingSo g —_[:cl =0, Sasoline TE— 5036 -
ro=1,23=0,24=0,25 = 1,26 = 1,27 = 0], which leads SNMsram 170 mV =

" . . : SPWR Psram 26.34 nW | 87.1% decrease
to a configuration of Fig. 4(a) and results in Table 1. SN 931.0mV |26 77 ncrease
SsN M Psram 113.6 nW | 44.2% decrease
SN Msram 303.3mV 43.9% increase
4.3.2 Approach-2 Sobs Poram T13.6 nW 44.2%? decrease
_ ) o o Approach 1 SNMsram 303.3mV 43.9% increase
In this, normalized forms offpywr and fsyas denoted SopJ* Psram 100.5nW | 50.6% decrease
_— _— i i Approach 2 SNMsram 303.3mV 43.9% increase
as fpwgr* and fsya*x are used. The normalized is per-
formed by division of each data by the maximum value of
data. Normalization enables directly accommodating dif- 30 ,
. . . . . . . E —e—SNM Baseline P
ferent units, while forming the objective function as: £ 29 Y 2 40
% 10 L = Increase
— & | eee- F in SNM
flID‘/I/R>’< = 0.58-0.03 x xr1 — 0.14 x ) 4 0.45 S 0.5 | Voslst oés ) 0.65 07
Py upply Voltage
— 0.11 x 23 — 0.05 x ¢4 — 0.05 x x5 s o
E o500 D
—  0.06 x Te + 0.03 x xTr. (9) O 200 |—e—Power Baseline |- ine}%?;re
g 150r | - @ - Power Optimized
o 100 i DT
P ) [0 S p—— Q= mmmmmmm ST ot
g ‘ ‘ ‘ ‘ ‘ ‘
fsnm*x = 052—0.15 x x1 +0.19 X zo T oo ey \;gﬁageo&[)) 065 07
0.18 x 3 — 0.02 x x4 + 0.11 X x5
+ 0.06 x zg — 0.06 x z7. (20) Figure 6. Power / SNM comparison of SRAM.

The combined objective function is formed as follows:

. 5 Variability Analysis of the SRAM
S fPWR*<
fopsx = <7/\ ) ,

Fonark Threshold voltage variation (standard deviation) is [15]:

— 018X 23— 0.02 X 24 + 0.11 x x5 N rrTErTy - o
+ 0.06 X zg — 0.06 x x7, (11) OVpy— B) X (601 > X <m>
Eqn.11 is obtained from the division of normalized values _ _ (13)
of eqn.9 and normalized values of eqn.10. Through nor- Where To; - oxide thickness, Nc;, - channel dopant
malization, we eliminate the condition of different unifs o~ concentration, L - length, W - width, ¢p =
power and SNM and hence we get quotient as 11. The ILP[2 X #5 X T x In(Nen/ni)] (with xp Boltzmann's con-
formulation for this combined method is obtained as: stant,T" temperatures; intrinsic carrier concentratiory
elementary charge), and,, and eg; are permittivity of
min fopy* oxide and silicon. Sincé/p, affects power andsN M
st. frpwr < Tpwr, fsnm > Tsnm,x; Vie Oorl (Egn. (3) and Egn. (1)), these parameters affect them also.

(12) Thus, twelve process parameters are selected for statisti-

For this, optimal solution is obtained aSyp;* = [z1 =0, cal variability study: NMOS/PMOS channel length,(.,.,
2o=1,23=0,24=0,25 = 1,26 = 1,27 = 1], whose SRAM Touzp): NMOS/PMOS channel doping concentratiov.(,,
configuration is shown in Fig. 4(b) and results in Table 1.  N.p,), access-transistor length and widih,¢, Lo, Wha,

To study the power and N M of the optimal SRAM, Wpa), driver-transistor length and widttL {4, W,4), load-
simulations are performed for varioli§,; as shown in Fig.  transistor length and widtti{,, W};). Some of the parame-
6. Itis observed that both power aS@V M increases with  ters are independent and some are correlated which is taken
increase i/yy. For theV;; = 0.7V, the power has reduced into account during simulation for realistic study.
by 44.2% and SNM has increased B3.9% compared to The SNM is exhaustively evaluated through Monte
the baseline design using approach 1, and the power has reCarlo simulations to ensure there is no process variation in
duced by50.6% and SNM is increased b43.9% compared  duced failure in the SRAM. Monte Carlo simulation is an
to the baseline design using approach 2. efficient approach because it does not require relating the

From the experimental data, it is observed that approachoutput to input which otherwise would have been cumber-
2 is more effective in achieving reduced power and high some for the large number of parameters [4]. A correla-
SNM, compared to the baseline design. tion coefficient of 0.9 betweef,,,, and7,,, is assumed.



~—Q-node
~~Qb-node

s = 147.73n
o0 = 101400

Voltage on Qb-node (V)
Number of Runs

Frequency

Voltage on Q-node (V) SRAM Stafic Noise Margin (v "ShAM Average Fower (Log Scal

(a) Butterfly Curve (b) SNM (c) Power
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from flow-1 using 1000 Monte Carlo runs.

Table 2. Statistical Process Variation Effects.

[ Optimization [ Parameter | M [ o
Spwr Psram 28.91nW 8.26nW
SNMgram 180mV 30mV
SsNM Psram 147.73nW 101.4nW
SNMgram 295mV 28mV
Sop.J: Approach 1 Poram 147.73nW 101.4nW
SNMgram 295mV 28mV
Sop.J*: Approach 2 Psram 135.24nW 101.85nW
SNMgram 295mV 28mV

our SRAM will need half of that of [2, 3] for comparable
performance. Future research will involve SRAM-array op-
timization where variability will be accounted in flow.
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