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Abstract principal reason for parametric failures. The thresholitigre

In this paper, a novel design flow is presented for simulariation is related to the device geometry (length, widild a
taneous P3 (power minimization, performance maximizatiooxide thickness) and doping profile. Eqn. 1 shows how the
and process variation tolerance) optimization of nano-@GViOstandard deviation of the threshold voltagé/{;,) is affected
circuits. For demonstration of the effectiveness of the flovby the gate-oxide thicknes%{,), the channel dopant concen-
a 45nm single-ended 7-transistor SRAM is used as exampleation (V.;), the channel lengthl() and the width V) [13]:

circuit. The SRAM cell is subjected to a dul}-, assignment . 5 .
based on a novel statistical Design of Experiments-Integer ., — V4 x 4% x esi x (T"””> <7”N‘3h) Q)
2 VW L)’

show 44.2 power reduction (including leakage) and 43.9 wheregy = 2 xrp x T x In(Nuy /ni) (With £ Boltzmann's

Increase in the read static NOISE margin co_mpared to th_e _ba§8nstant,T the absolute temperature; the intrinsic carrier
line design. The process variation analysis of the optithize

) . S L . concentrationg the elementary charge), amg, andeg; are
cell is carried out considering the variability effect in d@- i y ge), ad, csi

the permittivity of oxide and silicon, respectively. Theoab

vice parameters. A & 8 array is constructed to show the fea'expression is consistent with observations thid, is in-

sibility of the proposed SRAM cell. To the best of the authorsversely proportional to the square root of the device area.

knowledge, this is the first study which makes use of statis- Power consumption is an important factor to be considered
tical Design of Experiments and Integer Linear Programminﬁ;l SRAM design when targeted for embedded systems. Differ-
for optimization of confligting targets of stability, powserthe ent design methods have been proposed like decrease irysuppl
presence of process variations in an SRAM cell. voltage, which reduces the dynamic power quadratically and
reduces the leakage power linearly [9]. However, substhnti
problems have been noted when the traditional six-trasrsist
SRAM cell is subjected to ultra-low voltage supply as it give
poor stability. Read static noise margin (SNM) is definedhas t
minimum DC noise voltage which is required to flip the state
. of the SRAM cell [2] during the read operation. It is measured
1 Introduction as the length of the side of the largest square that is fitsiden

the lobes of the butterfly curve of the SRAM. In this paper, the

A typical state-of-the-art microprocessor die has large po‘read SNM” is treated as a measure of performance.

tion devoted to on-chip memory [15]. Static random access Thenovel contributions of this paper are as follows:
memory (SRAM) is a volatile memory that retains data as long

as power is being supplied. It provides faster access tcathata
is more reliable. The operations of SRAM have become very
critical with the advancement of CMOS technology which is 2. A 7-transistor SRAM designed usidgnm CMOS tech-

used for its fabrication. nology is subjected to the proposed methodology.
In the case of nanoscale circuit process variation is the mos

important design challenge to maintain the circuit yielar F
SRAM, it is observed that as the supply voltage is reduced,
the sensitivity of the circuit parameters to the processavar
tion increases [8]. The variations in threshold voltagg;) of
SRAM cell transistors due to random dopant fluctuationsas th 4. An 8 x 8 SRAM array is constructed using P3 optimized

OThis research is supported in part by NSF awards CCF-070286CNS- SRAM cell to SFUdy the feasibility of P3-optimal SRAM
0854182. array construction.
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ear Programming (DOE-ILP) approach. Experimental results o
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1. A novel design flow for P3 (Power-Performance-Process
variation) optimization in nanoscale SRAM is proposed.

3. For P3 optimization of the SRAM, a novel statistical De-
sign of Experiments (DOE) - Integer Linear Programming
(ILP) based algorithm is proposed which achiexe®%
power reduction and3.9% SNM increase in the SRAM.




The notations and definitions for various terminologiesiuseology. However, the proposed methodology is also appleabl
in this paper are given in Table 1. The rest of the paper i® other variants present in literature. A comparison oftite
organized in the following manner: SRAM related research igosed research with the existing literature in Table 2 shbats
presented in Section 2. Section 3 discusses the proposedd8w power and high stability SRAM design is obtained.
design flow for SRAM cell optimization. This is followed by
the baseline SRAM design, discussed in Section 4. Sectiong Proposed M ethodology for P3 Optimality
highlights the statistical DOE-ILP step of P3 design flowisTh

is followed by conclusions and future research in Section 6. | 1is section, the proposed design flow is discussed for P3-

optimal SRAM with reduced power dissipation, increased per

Table 1. Notation and Definition formance (i.e. SNM), and process-variation awareness.1Fig
‘P/ih :: tﬂ%vsehrélrt)je\r/foci[%aence and process variatioh shows the proppsed design flow. .
LPWER : mean value of power of SRAM cell A well-established process-level technique, called dgal-
N - mear vale \zgﬁg‘n"ﬂo;’;;‘jé\r’\gfg'ww el (threshold voltage) is used for reduction of power consump-
CSNM  standard deviation of SNM of SRAM cell tion. Itis a very important to choose appropriate transsstor
e gg::ggg:ggmg gggzgg;g:g power high-Vr;, assignment, thus, the statistical DOE-ILP method-
Supwr : Solution setfor mean of power ology is proposed. The DOE, approach helps in reducing the

b et dssaont pouls search spaoe and convergence solutions faster. Furtfeis L

:gm’j - solution set for standard deviation of SNM useful for optimizing the linear objective function sublijed to

obj - final objective set constraints and obtain a bound on the optimal value to solve
"  Staic noie voltane source the predictive equations formed using DOE. Minimum sized

transistors are taken for the baseline design. The inputedo t
flow is a baseline SRAM cell.

Baseline SRAM ce}(

2 Reéated Prior Research in SRAM

] ] ) ] o Measure Power and Performang
Extensive literature is obtained on designing SRAM for of baseline SRAM cell

low-power operation using nanoscale technology ranges. In v
[8], a Schmitt-trigger based SRAM is proposed which proside For each DOE experiments measu
s . - .. Power and SNM

better read-stability, write-ability, and process vaoattoler-

ance compared to the standard 6-transistor SRAM cell. A 9-

transistor SRAM cell is proposed in [9], which increases the

stability and reduces power consumption compared to tradi-

tional 6-transistor SRAM. The stability of SRAM cell is an-

alyzed in the presence of random fluctuations using a model-

ing based approach in [1]. In [2], the combined difa}; and

dualT,, assignment is presented for SRAM cell which im-

proves powerdnly leakageis considered) by 53.5% and SNM — , ,

by 43.8%. The desired results are obtained by using both dual- and Solve predictive equations using ILP
- ] A get a solution Seh%WR,SOPWR,SuSNM ‘

Vr, and dual?,, assignment which will need more number i

of masks during fabrication of the SRAM chip. In this pa- :

per, dynamic power along with the leakage power is accounted ~ OPtain Qp; = SMPWR/\ Sopwr " Spsw /1 Sasum

which results inreduction in total power by 44.2% and SNM

by 43.9% as compared with the baseline design. Also by con-

sidering only dualvy;, the manufacturing cost is reduced, as

compared to [2]. In [5], the authors present a compact model

for critical charge of a 6T SRAM cell for estimating the ef-

fects of process variations on its soft error susceptjbilin

[14], a DOE-ILP based methodology is proposed for duai-

assignment, but the process variation analysis is doneaggfte Fig. 2 shows the theory behind the ILP formulations pre-

timization and has not been considered explicitly as a ffart sented in this paper. The idea is that,sc;in. Of the quan-

the optimization methodology. In [17], the effect on peffortity (power or SNM) under consideration needs to be shifted

mance and yield of the SRAM cell has been presented frohaft or right depending on whether it needs to be minimized

BEOL (Back-end-of-line design) lithography effects, whis  (i4minimizeq) OF Maximized (t,azimized). AlSO, theopeserine

important in terms of manufacturing of the SRAM chip. Inof the quantity (which is a measure of the spread) needs to be

[12], a 7-transistor read-failure tolerant SRAM topologyn-  minimized t0o.,inimized-

troduced, which is suitable for low voltage application$isT For each experiment trial, N Monte Carlo simulations are

7-transistor SRAM is is used for demonstration of the methogerformed. The meanu§ and standard deviatiorw) values

(0]
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P3 optimal SRAM ceu/

Figure 1. Proposed flow for P3-Optimal SRAM.



Table 2. Comparison of related research

SRAM [ Power [ SNM [ Technology Research
Research | Value (uW) or (nW) [ % Reduction [ Value(mV) [ % Increase | Node Highlights
Agrawal [1] - - 160mV (approx.) - 65nm Modeling based approach
Amelifard [2] — 53.5 — 43.8 65nm Dual-Vrj, and Dual9y,,
Liu [10] 31.9nW (leakage) 22.9 300mV 50 65nm Separate data access mechanism
Kulkarni [8] 0.11pW (leakage) — 78mV 58 130nm Schmitt Trigger
Lin [9] 4.95nW (standby) 14.8 310mV 52.9 32nm Separate read mechanism
Singh [12] — — 305mV 65.9 65nm Subthreshold 7T SRAM
Bollapalli [3] 10mW (dynamic + leakage) 53.4 - - 45nm Separate word line groups
Thakral [14] 100.5nW (dynamic + leakage) 50.6 303.3mV 43.9 45nm DOE-ILP for dualV/1y,
Thisresearch 113.6nW (dynamic + leakage) 44.2 303.3mV 43.9 45nm Statistical DOE-ILP for duaVr,

the word line is asserted high prior to the read and write-oper
ation which is similar to the standard 6-transistor SRAM.cel

é In the hold mode, the word line (WL) is low and a strong feed-
5 o : back is provided to the cross coupled inverters with the bélp
é i 8 transmission gate.
g E E
z g ig vdd vdd
o o WL
3 3 3 1 W=45nm W=45nm
Hminimized Hpaseline Hmaximizec E E|, L=45nm L=45nm
Quantity under consideration BL |0 © 2 2
% - o2 [ o *—
Figure 2. Statistical Optimization of costs. . .
W=45nm W=45nm
L=45nm -
(Gaussian distribution values) are recorded for averagepo Wite %:n
and performance (SNM) of the SRAM cell. Predictive equa- Gnd Gnd
tions are formed fop: ando using DOE and are referred as EE|,
—_— — — 0
UPWRy OPWR for power and for SNM agLsNM, OSNM- T;fﬁ
The predictive equationgpwr, cpwRr, [LSNM, OSNM are€ % Eg }
considered to be linear equations. Each of these linear-equa §§
tions are then solved using integer linear programming XILP s4]7
depending on whether the quantity under consideration is to Cf
be maximized or minimized. The solution set for mean and Write

standard deviation of power &5, pw r, Sopw r and the solu-
tion set for mean and standard deviation for SNM5ag n a1,
S,sny are obtained. For simultaneous power minimiza-
tion and SNM maximization, the objectivé,,; is formed
as Supwr N Sepwr N Susnm N Sesyar (N is defined 4.1 Power and Leakage Measurement

as the intersection of the se%s pwr, Sorwr, Susvm and ) o

Sysnar). Based orS,y;, high Vry, is assigned to the selected The total power in the nano-CMOS circuit of SRAM cell
transistors of SRAM cell, and the SRAM cell is re-simulatedis the sum of dynamic current, subthreshold leakage current
to obtain a P3 optimal design. Using this optimized cell,;a 8 and gate-oxide leakage current. SRAM cell retains it's data

8 array is demonstrated. However, the scope of this paper H&§ & certain duration of time before it is shut down. Hence
been kept at cell-level optimization. the leakage current becomes an important issue as it afffects

total power dissipation. It is calculated as Eqn. (2):

Figure 3. A 7-transistor SRAM cell [12].

4 DeSI gn Of Sa/en Tr angStor SRAM Ptotal - denamic + Psubthreshold + Pgatefozidey (2)

The baseline 7-transistor SRAM cell is shown in Fig. 3. Thisvhere Pjynamic is the dynamic power consumption,
SRAM topology is observed to be suitable for the ultra-lowP;, pi1reshota 1S the subthreshold leakage in transistors in
voltage regime. The SRAM cell operates on a single bit linthe “OFF” state and®;+c—oziqe iS referred as the gate-oxide
instead of the traditional two bit lines as in case of 6-tistos  leakage flowing through the transistors [6].

SRAM cell which performs both read and write operations. It For power dissipation, the current flow in each transistor of
has a read and write access transistor (transistor 1), two IBRAM depends on its location in the circuit and operations
verters (transistors 2, 3, 4 and 5) which are connected lmack(tead, write or hold) being performed. The current paths for
back in a closed loop fashion in order to store 1 bit informaread and write operation have been shown in Fig. 4 for the 7-
tion and a transmission gate (transistors 6 and 7). Howevéransistor SRAM cell. The solid arrows shown are for the dy-



Inverter | Inverter Il

namic current. The dashed arrow represents gate-oxide leak proTTeoTe e P g |
age current and the subthreshold leakage current is shown by | |
dotted arrows which is present in the transistor when it is in
the “OFF” state. Basically, when the transistor is in the "ON
state it carries dynamic current alongwith the gate-oxaedd
age current and when the transistor is in “OFF” state it will
have gate-oxide leakage current as well as subthreshdd lea
age current.

For detailed understanding, the read “1” and write “0” op-
erations are discussed. Fig. 4(d) shows the read “1” operati
of the SRAM cell. In this case, WL and BL will be at high
level in order to read a value. So, Q node will have “1” and
transistor 2 and transistor 5 will be in “OFF” state, cargyin
gate-oxide leakage current and subthreshold leakagenturre
Transistor 3 and transistor 4 will have dynamic current glon
with gate-oxide leakage current, as they are in “ON” state. Q
will be “0”. In the read operation, the transistors 6 and 7 of
the transmission gates will be in “ON” state, hence, cagyin Figure 5. Set-up for SNM measurement.
dynamic current and gate-oxide leakage current. The woite “
operation is shown in Fig. 4(a). In this case bit line will 1 “
and WL is precharged to level “1”. In order to write “0” on  Table 3. Power and SNM for baseline SRAM cell.
the SRAM cell, Q will be “0”. Transistors 2 and 5 are “ON" so
they will have dynamic current and gate-oxide leakage ciirre Parameer] Vaiie ]
Transistors 3 and 4 will have subthreshold leakage curreht a Cornr [ 2050607 ]
gate-oxide leakage current as they are in “OFF” state. The [ 7svm | 170mvV_|
transistor 6 and transistor 7 will be in “OFF” state in case of
write operation, hence will have subthreshold leakageecuirr
and gate-oxide leakage current. Similarly, current pathsd
read “1” and write “0” operations can be identified.

5 Statistical DOE-ILP Optimization Algorithm

This section discusses the statistical Design of Experisnen
(DOE)-Integer Linear Programming (ILP) algorithm, which i
the heart of the P3 optimization design flow. As shown in Al-
gorithm 1, the baseline SRAM cell is taken as the input along-
with the baseline model file and high-threshold model filee Th

The SNM measurement model is described in this sectiohaseline 7-transistor SRAM is subjected to a DOE [4, 7] based
Fig. 5 shows the set-up for SNM measurement of the SRAMpproach using a 2-Level Taguchi L-8 array. The factors are
circuit. It consists of the two inverters (inverter | andémter the severi/;, states of the seven transistors of the SRAM cell
II) in feedback and voltage sourcés,. The two voltage (Fig. 3). Each factor can take a hidh,, state (1) or a nominal
sources are the static noise sources. Static noise soutlee is Vi, state (0). The complexity of the problem@¥2™) (where
fined as DC disturbances and mismatches due to variations anis the transistor number), or in other words, exponerifiag
processing in operating conditions of the cell [11]. The twd.-8 array has a total of 8 experiments. The solution for faste
DC voltage source®y are placed in adverse direction to theconvergence is proposed in the rest of the section.
input of the inverters of the SRAM circuit in order to obtain  For formation of the linear equations to be subjected to ILP,
the worst case SNM. In order to obtain the butterfly curve @80OE method is used. The DOE-ILP is a much better approach
shown in Fig. 9(a), the voltages are varied to and from nodes compare to the other techniques because is more efficient
Q and Qb alternatively. The SRAM cell is simulatediahm  and faster. The proposed algorithm converges to solutsipifa
CMOS technology using PTM model [16] with supply voltageusing less resources. 100 Monte Carlo simulations are run
Vaq 0f 0.7V and with minimum sized transistors. for each the experiment. Thus, a total of 800 Monte Carlo

The power consumption and SNM measurement of theins taking 12 process parameters in account. The 12 process
baseline SRAM cell are shown in Table 3. The butterfly curvparameters considered are as follows: T1),,: NMOS gate
for baseline SRAM is shown in Fig. 9(a). The supply volt-oxide thickness#m), (2) To,p: PMOS gate oxide thickness
age is {4q) = 0.7V. The SRAM cell has been designed at thdnm), (3) L.,.: NMOS access transistor channel lengtin,
45nm node [16] with minimum sized transistors. As shown4) L,,: PMOS access transistor channel lengthnj, (5)
in Table 1,7pw r and7gy s are designer defined constraintsiW,,,: NMOS access transistor channel widtin(), (6) Wp,:
in the optimization methodology. In this paper the paramsetePMOS access transistor channel width), (7) L,qs: NMOS
Tpwr andrs s are considered as the baseline values whictiriver transistor channel lengthi), (8) W,.4: NMOS driver
are shown in Table 3. transistor channel widthen), (9) L,;: PMOS load transistor

4.2 SNM Model and Measurement
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Figure 4. Current paths for the seven transistor SRAM cell du ring different read and write operations.

Algorithm 1 P3 optimization in nano-CMOS SRAM power consumption and also the meayy ;s and standard de-
O - Baseline PWR and SNM of the SRAM cell. B viation o g s Of the read SNM of the cell.
L Input: Baseline an ofthe cell, Base-  after performing the experiments, and the half-effects are

line model file, High-threshold model file. ; ; .
’ ded the foll :
2: Output: Optimized objective sefoy; = [frwr, fonum] recorced using the following expression

optimal SRAM cell with transistors identified for high-, A(n)  avg(l) — avg(0) 3)
assignment. 2 2 ’

3: Setup experiment for transistors of SRAM cell using 2- NS _ _
Level Taguchi L-8 array, where the factors are g, where[T} is the half-effect of nth transistor, avg(1) is the
states of transistors of SRAM cell, the response for aveaverage value of power (or SNM) when transistor n is in high-

age power consumption igw z, dpw g and the response Vr, state, and avg(0) is the average value of power (or SNM)

for read SNM iSiis Nz, GSN - when transistor n is in nomin&f;;, state.

4: for Each 1:8 experiments of 2-Level Taguchi L-8 arday The normalized predictive equations are used in order to

5: Run 100 Monte Carlo runs eliminate the effect of two different units thati$}” for power

6: Recordupwr, cpwr andusny i, osnm andmV for SNM. Normalized predictive equations are formed

7: end for as follows: .

8: Form linear predictive equations _ A(n)

i, 67 fOr power f=1+2 )
fisnars dsn for SNM. N " .

9: Solvefipw r Using ILP: Solution se$,, py &. wheref is the response (power, SNM),is the average of the
10: Solve@ using ILP: Solution sef, pw . responses[#} is the half effect of the nth transistor, and
11: Solvefisyar using ”‘P_: Solution sef,sn - x,, is theVy, state of the nth transistor.

12: SOIVeUSNJ‘f using ILP: Solution sef,s - Eqn. 5 shows the predictive equation for mean of the aver-
18: FOrmSop; = Sppwr N Sopwr N Susnm N Sosn - age power consumption of the SRAM cell.
14: Assign highVry, to transistors based df),;.
15: Re-simulate SRAM cell to obtain optimized objective set.  fapwgr = 0.58 —0.02 x 7 — 0.15 X 29
—0.10 x 23 — 0.05 X 4 — 0.59 X 5
—0.05 x 26 + 0.02 x 7. (5)

channel length+{m), (10) W,;: PMOS load transistor chan- _
nel width (), (11) Nonn: NMOS channel doping concentra- Fig. 6(a) shows the pareto plots of the half-effects of tha-r

tion (cm ™), (12) Nenp: PMOS channel doping concentrationSistors f_orupWR._ In the equationg; represents th&éry, state
(em~3). Amongst these parameters some are independent Hdransistor 1 (Fig. S)x_g represents théfTh_ state of transistor
others are correlated which is to be considered during the si ¢ @nd so on. From this, an ILP problem is formulated as:

ulation. Each of these process parameters is considerea¢o h min  IpwR
a Gaussian distribution with meam)(taken as the nominal val- st. a, €1{0,1}Vn (6)

ues specified in the PTM [16] and-3standard deviation (39

as 10% of the mean. A correlation coefficient of 0.9 between
Toun andT,,, is assumed. The responses under consideratidn minimize power consumption;pywy £ is minimized. The
are meanupw g and standard deviatianpyy g Of the average constraints ‘1’ and ‘0’ represent coded values for high and

WSNM > TSNM -



nominalVr, states, respectively. ILP has been used forsmall€; zo =1, 23 =0, 24 = 0,25 =1, 26 = 1, 7 = 0]. This is
circuit, but the methodology is automated, and hence can beerpreted as transistors 2, 5 and 6 are High transistors,
used for larger circuits. Solving the ILP problem, the o@im and transistors 1, 3, 4 and 7 are nomiWg), transistors.
solution is obtained asS,pwr = [21 = 1,22 = 1,23 = 1,24 =
1,25 =1,26 = 1,27 = 0]. Thisis interpreted as transistors 1, 2,

3, 4, 5, 6 are high/p;, transistors, and transistor 7 is hominal % %
Vi, transistor. 2 °
guj gl)l
X o015 @ g o
: g
: : : g n
g 04 §u1 * Fransistor NUmber * Fransistor Number
i H H H i H H (@ psnm (b) osnm
- (I 2 N
: 3Tra?\sistf)r NLfmbe7r ! : 5Tralawsistzl)r Nmee; ¢ .
Figure 7. Pareto plot for mean ( pusyas) and stan-
@ i n (b) opwn dard deviation ( gy ) Of read SNM.
Figure 6. Pareto plot for mean ( p PWR) and stan- Fig. 7(b) show the pareto plot of the half-effects of the tran
dard deviation ( ¢ PWR) of SRAM power. sistors folog 7. The predictive equation fars vy, is formed
as shown in Eqgn. 11.
The pareto plot of the half-effects of the transistordefy gsnm = 0.35+0.03 x 1 —0.13 X 29
is shown in Fig. 6(b). Similarly, Eqn. 7 shows the predictive 1019 X 23 + 0.07 x 24 — 0.09 X 5
equation for the standard deviation of the average power con 0.11 0.06 11
sumption of the SRAM cell. —0.11 x g + 0.06 x 7. (12)
Gowh = 0.61+0.07 x 21 — 0.18 X 25 From this, an ILP problem is formulated as:
—0.11 x 3 — 0.06 X x4 — 0.11 x x5. (7) min  Gsnaz
st. =z, €{0,1}Vn (12)

From this, an ILP problem is formulated as:
UPWR < TPWR.

min  Gpwr
st. =z, €{0,1}Vn (8)
USNM > TSNM-

To minimize the standard deviation (which is an indicatién o
the spread) of SNMgs 2z is minimized. Solving the ILP
problem, the optimal solution is obtained &5:syy = [21 =

To minimize the standard deviation (which is an indicatién 00> %2 = 1,23 =0,24 = 0,25 = 1,26 = 1,27 = 0]. This can also
the spread) of powefpwr is minimized. Solving the ILP be interpreted as transistors 2, 5 and 6 are kightransistors,
problem, the optimal solution is obtained aS;pwr = [z1 and transistors 1, 3, 4 and 7 are nomilig), transistors.
=0,20=1a23=1,24=1,25 =1, 26 = 1, 27 = 0]. This The overall objective functiof,,; for P3 optimality is for-

can also be interpreted as transistors 2, 3, 4, 5, 6 arelligh Mulated as follows:

transistors, and transistors 1,7 are nomingl transistors.
Similarly, the predictive equation fqisn s is formed as
shown in Eqn. 9.

Sobj = Supwr N Sopwr N Susvy N Sesnm,  (13)

wheren is interpreted as the set intersection operator. In other
Gonii = 0.45—0.09 X 21 +0.17 X a9 words, the devices which are part of low-power and high-SNM
solution sets are picked. The following solution is obtdine
—0.19 x x3 — 0.09 x x4 4+ 0.05 X 5 Sops = [21 20,25 = 1,23 = 0,24 = 0,25 = 1, = 1, 7 = 0],
+0.07 x g — 0.06 X 7. (9) i.e., transistors 2, 5, 6 are high-, transistors, and transistors
. 1, 3, 4, 7 are nomindlp;, transistors. Fig. 8 shows the SRAM
Fig. 7(a) shows the pareto plot of the half-effects of thatra cell with the highV, transistors circled.
sistors forugn . From this, an ILP problem is formulated as Table 4 shows that the duil-, assignment in SRAM
follows: — shows44.2% power reduction and3.9% increase in read
IS%X gSNEM{O 11V (10) SNMover the baseline design. The optimized butterfly curve
" ’ is shown in Fig. 9(b). Fig. 10 shows the comparison of baselin
HPWR < TPWR- and P3 optimized SRAM cell power and SNM for various val-
To maximize SNM,zsn a7 is maximized. Solving the ILP ues ofV,,. As per the design flow, a1x 8 array is constructed
problem, the optimal solution is obtained &%,sya = [z1 =  using the optimized cell, shown in Fig. 11. The average power
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Figure 8. P3 optimized 7T SRAM cell with the o
circled transistors having high ~ Vpp,. Table 5. Statistical Results for SNM.
[ ReadSNM | wu (mV) | o (mV) |
[SNMLow | 295 | 28 |

[ SNMHigh | 3504 | 71 |

consumption of the array i6.5uW. The results are compa-

rable to [14] where process variation is not considered.sThu

the current paper that accounted process variation coald yi 6  Conclusions and Future Research
similar results, which proves its effectiveness.

A statistical DOE-ILP approach has been presented in this

. for simult P3 -perf - $i
Table 4. Results for 7-transistor SRAM cell. Paper for simuttaneous (power-performance-process) op

[ Optimization | Parameter [ Valle | Change] mization of SRAM cell. The read SNM has been treated as
[ Son; | Average powePsran | 113.6nW | 44.2% | the performance metric. The optimization has been carni¢d o
L Soby | SNM [ 303.3mV | 43.9% | at cell level. For this, a single ended 7-transistor SRAM cel

of 45nm has been subjected to the proposed approach which
leads to 44.% power reduction (including leakage) and 43.9
increase in performance (read SNM). For process variafion e
fect, 12 parameters are considered. Using the P3 optimized
jggﬂggg cella 8x 8 array is constructed and data is presented for power
consumption. As part of extension of this research, a P4 op-
timal methodology is under consideration, where the 4th “P”
W would be parasitics. Thermal effects will also be incorpeda

—--Q-node
—-Qb-nod

in the future which will lead to what is envisioned as P4VT op-
\ timal; V stands for voltage and T stand for temperature. Also
Voltage on Q-node (V) Voltage on Q-node (V) array-level optimization of SRAM with mismatch and process
variation will be considered as part of the design flow.

Voltage on Qb—node (\
Voltage on Qb—node (\

(a) For baseline (b) For P3 optimized
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