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Abstract—Due to exponential behavior of gate-oxide leakage  The gate-oxide leakage curreft, in CMOS is propor-
current with temperature and technology scaling, leakage pwer  tional to the square of supply voltage and inversely propor-

plays important role in nano — CMOS circuit. In this paper, _OXi i i
we present simultaneous scheduling and binding algorithmdr tional to the square of,, (gate-oxide thickness). Reducing

optimizing leakage current during behavioral synthesis. t uses supply voltage will increase the delay of the_c'rcu't andden
TED (Taylor Expansion Diagram) for generating optimized Would affect the performance of the design. The leakage
DFG (Data Flow Graph). Once DFG is obtained, it selectively current reduction based afual — Vy4 can be found at [6].
binds non-critical components to corresponding functionaunit  However, dual — V4 requires extra power supply voltages
consisting of transistors of high oxide thickness and crital 5,4 js not applicable in performance-critical circuit. Is@
components with low oxide thickness. As the algorithm condiers . th b f critical ths i desi hich
time-constraint explicitly, it reduces leakage current wihout Increases the n_um _er or cncal paths 'r? "’.1 esign whic
degrading the performance of the design. Experimental redts reduces the design yield under process variation. On ther oth
on a set of behavioral synthesis benchmarks fot5nm process hand, increase in the gate-oxide thickness leads to inereas
show 30% t(? 70% reduction in_ Ieakage_cgrre_nt compared to the jn propagation delay. So, multiple gate-oxide thickness ca
results obtained by a conventional optimization flow. serve as a leakage power and delay trade-off which is less
|. INTRODUCTION susceptible under process variation. In [7], authors haexu

As CMOS technology continues to scale down to achievccleual_T” t_)asecCM_OS technology to minimize the leakage

. : ) . current during behavioral synthesis. However, their . gen-
higher performance and higher level of integration, power

O cr . eration is not optimal. In our present work, we have ugsédD
dissipation poses new and difficult challenges for integtat o . .

. : . - and ST A based optimized techniques to generate optimal
circuit designers. While the initial works to reduce the gow

dissipation was to decrease the supply voltage, it quick@TL at the end of the synthesis process.

became apparent that this approach was insufficient. Dessign
subsequently began to focus on different methodology to

tackle the power issues. The power dissipationCin/OS In the paper, we address reduction of total gate-oxide

circuit can be expressed as a sum of switching and leakage o . .
power as follows, a}gakage of aCMOS data path circuit during LS (high-

- . 2 level synthesis). In this work, we have us@®¥Ds (Tay-
P = Powitching + Pleakage = @-f.C-Via + licakage-Vaa (1) lor Expansion Diagrams) representation for high-leveligies

Where, V44 is supply voltageg is switching activity, f is description [8], [9], [10]. This representation is usefur f
the clock frequency( is the average switched capacitancenodeling and supporting equivalence verification of design
of the circuit, andl;..xaqe IS the average leakage currentspecified at the behavioral level.ED is a canonical, graph
Most of the existing works have only considered dynamitased representation, similar 8D Ds (binary decision dia-
power (Psyitching) reduction for low-power behavioral syn-grams) [11] andBM Ds (binary moment diagrams) [12]. In
thesis. Some works on multiple threshold and power supptpntrast toBDDs and BM Ds, TED is based on a non-
voltage assignment (mullv;;/V;,) have been shown as anbinary decomposition principle, modeled along the Taylors
effective way to reduce the circuit power dissipation [1l]series expansiorf’ED is capable of capturing an entire class
[2], [3], [4]. However, these techniques do not reduce thaf structural solutions, rather than a singleF'G (data flow
leakage on the critical path and degrade the design yieldrundraph). By using decompositiofi;£ D can be converted into
process variation [5]. On the other hand, the leakage posvera structural representatiod) F'G, optimized for a particular
responsible for significant portion of power dissipatiorcédese design objective. After obtainind F'G, each of its nodes
it is not only important in standby mode but also in the activis scheduled at appropriate control step, and simultatgous
mode of operation. Thus, a low power behavioral synthedi®und them to the best available resources to achieve tive des
methodology must target reduction of the leakage power. performance with minimum gate-oxide leakage.



[I. NANO CMOS RTL OPTIMIZATION: THE PROBLEM DFG is obtained fromI"EED by performing successive de-
AND THE PROPOSEDSOLUTION composition of TED by means of cuts [8]. The cut-based

Power reduction in general can be achieved at various leveRCOmMposition is guided in such a way as to optimize the
of design abstraction, such as system architecture (@gaw D FG for a given objective. After obtainind F'G;, ST A is
ioral, high-level, algorithm), logic and transistor levat each Performed to identify the critical and non-critical compgons.
level of design abstraction researchers have proposesteiiff BY Using simultaneous scheduling and binding approach on
techniques for reduction of various sources of power dissip® Partially scheduled)F'GG we can achieve more flexibil-
tion. Works on low-power LS can be found at [1], [13], ity while binding resources to operations. The behavioral
[14]. These techniques have been successfully implementegheduling-binding algorithm using leakage and propagati
but most of these works focused on one side of the issUd@lay estimator generates a circuit which dissipates mahim
of isolation. In [15], [16],dual — T, is used for tunneling gate-OX|d_e Ieakagg. The delay-curr_ent estimator usesréhe p
current reduction at logic or transistor level. Nevertiss|dow Ccharacterizednulti — T,, datapath library and calculates the
power exploration for behavioral synthesis is still in it&incy. {otal gate-oxide leakage current and critical path delay of
In this work, we describeano — CMOS RTL optimization the circuits for a givenDFG. Finally, RT'L description of
technique for effectively reducing leakage current. Thistion  l€akage-performance optimal datapath and control csaie
formulates the objectives as an optimization problem, aedt 9enerated. The following subsection briefly describes abou
highlights contributions of this paper. our TED — based optimization approach.

A. Problem definition:

The first task is to generate an optimizédF'G from a
given polynomial or circuit description. For this purposes

Input Polynomial

focus on behavioral optimization based @D — based Taylor Expansion
. . . L . Diagram
transformation and its functional decomposition, resgiin a Construction
construction of DF'G. The DF'G thus obtained is optimized 1
in terms of the on number of components. Data Flow Graph
Once aDFG is obtained, next task is to perforiT’ A Generation
(static timing analysis) to find critical paths in the desi@mce 1
critical components are identified, we can use appropriate _ Perform _
scheduling and resource binding algorithms to minimize the Static Timing Analysis
total gate-oxide leakage current without degrading theugtr . | Resource and
. Delay and Simultaneouls - timing constraints
performance. This problem can be stated as follows, current " Scheduling and
Given an unscheduled FG G(V, E), perform STA to | estimator | Binding (allocation) |« Multiple oxide
determine the critical and non-critical components. Afieat ! ~| thickness library
it is required to schedule the graph with appropriate birglin Datapath and
algorithm such that the total gate-oxide leakage current is control generation
minimized and resource constraint (silicon cost) and delay ¢
constraint (circuit performance) are satisfied. [ Gate leakage }
optimal RTL

B. Contribution of the paper:
The contribution of the paper can be summarized as fo”OWS,Fig. 1. The behavioral synthesis flow for gate-oxide lekagduction

1) Given a circuit described as polynomial, generate a
DFG by using appropriatel’ ED optimization tech- A. CanonicalT ED for Efficient High-Level Representation

niques. _ o Taylor Expansion diagram [9] is a canonical, word-level
2) Perform low-leakage behavioral synthesis which reducgg strycture that offers an efficient way to represent adeap
the gate-oxide leakage dissipation of the circuit. tion in a compact, factored form. An Algebraic, multi-varia

3) Apply STA — based scheduling and resource bindinge, pressionf (z, y, ), can be represented using Taylor series
algorithm with the objective to minimize gate |eakag%xpansion W.I.t. variable as follows:

of datapath circuits using resources of different oxide

thickness. f(@y,.) = flx=0)+af(x=0)+1/22"f"(x = 0) + ..
(2)
I1l. THE PROPOSED METHODOLOGY FORano — CMOS Wheref'(z), f”(x), etc, are the successive derivativesfof
RTL OPTIMIZATION w.r.t. z. The terms of the decomposition are then decomposed

The behavioral synthesis flow for gate-oxide leakage mimvith respect to the remaining variabl@g .., etc), one variable
imization is shown inFig. 1. The basic idea behind theat a time. A directed acyclic graph is used to store the
proposed system is to transform the functioffdl D repre- resulting decomposition whose nodes represent the terms of
sentation of the design to a structulF'G representation. the expansionFig. 2a shows one-level decomposition of



function f(z,y,..) at variablez. The nodesf(x = 0,y,..), v
f"(z =0,y,..), etc, represent subsequent derivative functions

that depends on the remaining variablesg. 2b showsT ED
for the functionf (4, B,C) = A>+ AB +2AC +2BC. The
detailed explanation of’ ED can be found in [8], [9], [10].

1 3
f(x=0yy,...)
A o
1/6)f
foc0y,.)  WOTE-)
(272)f"(x=0,y,...)
(a) (b)
Fig. 2. TED [17]: a. Decomposition principle; bT’ED example for Fig. 3. TED for a4 — tap FIR filter

f(A,B,C) = A2 + AB + 2AC + 2BC

B. TED — based RTL low-leakage optimization: A Finite
Impulse Filter I R) Case Study

Since FIR (Finite-impulse response) filters are critical to
most DSP application, an energy-aware filter design helps
significantly in reducing the total power dissipation. The
polynomial corresponding to & — tap FIR filter can be

written as,
Y[n] = apX[n]+ a1 X[n—1]+axX[n—2]+asX[n—3] (3) j AN

or equivalently as,

Y, = aoXy + a1 Xn—1 + a2 Xn—o + a3 Xn_3 (4) Fig. 4. OptimizedT'E D for equation5
where X,, = X[n|, X,,-1 = X[n—1], X2 = X[n — 2],
and X,,_3 = X[n — 3]. Definition 3: Slack timeT; of a DFG noden is defined

TED corresponding to equatioh is shown inFig. 3 and as a difference between its required tifile and the arrival
the optimizedT'ED is shown inFig. 4. Given an optimized time 7,,.
TED, the next task is to convert it tO 'G, shown inFig. 5. Ts(n) = T, (n) — To(n) 7
An ST A on DFG is performed to generate the necessary
timing information. Specifically, we need to calculate aati In Fig. 5, the arrival timeT,, the required timeZ;, and the
time 7}, required time7},, and slackl, = 7, — T,, for each slackT; of each node are denoted in the form[®f /T /T].
node. Here, we assume delay of each functional unitlisfor
Definition 1: Arrival time T, of a DFG noden is recur- Simplicity. Based on the definition of slack, a critical node
sively defined as a sum of delay of node n and the maximum
arrival time of its inputs:

To(n) = Delay(n) + max(Ta(ni)ln,ernput(n)) ~ (5)
whereDelay(n) denotes the delay of the operation associated

with noden, and Input(n) is the set of input nodes to the 20
2/2/0

noden.
Definition 2: Required timeT,. of a noden is recursively AL
defined as a difference between the minimum required time = 19 " @1/0) (@/21) (1/312)
of its outputs and delay of node M2 M4
T, (n) = min(T, (n0)|n060utput(n)) — Delay(n) (6) ® Xn a X1 @ 2 Xn2 & Xn-3

Here Output(n) is the set of outpuD F'G nodes of node: Fig. 5. DFQG for the TED of Fig. 4



and critical path inDF'G can be identified as follows,
Definition 4: A critical node in aDFG is a node which
has a slack equal t@. A critical path is a path which contains

critical nodes only. Algorithm 1 leakage optimization folNano — CMOS

In Fig. 5, critical path1 consists of4 nodes (M1, A1, A2, 1.
A3) and critical pati2 consists oft nodes (12, Al, A2, A3). .
However, nodes\/3 and M4 have non-zero slack. So, they ,.
can be bound to the library having high gate-oxide thickitess ,.
reduce the gate-oxide leakage, provided it should not tdola .
the slack requirement. In other words, the slack of thesesod .
should not be negative after binding to the higher gate-®xid .
thickness library. All the nodes in the critical path will ma 4.
to the low gate-oxide thickness library to reduce the lagenc q.

Apply ST A to DFG under resource constraint
Assume each node is assign to a delay of
Identified critical and non-critical nodes
for all critical nodesn; do
if FU;(k,Tos, ) is available for control step’[n;] then
Assign FU,(k, T,;, ) to noden;
else
Assign FU,(k, Ty, ) to noden;
end if

of the design as much as possible. Thus, even if these nodgsend for

or FUs (functional unites) are affected by process variatior.
performance of the design would not be affected much. Ip.
the next subsection, we present the generalized algoritim f; 5.

simultaneous scheduling-binding for general circuits.

C. An Algorithm forNano—CMOS RT L leakage optimiza- 15
tion

16:
In this section, we present a leakage optimization algg-.

rithm for simultaneous scheduling and binding under reseur , .
constraint. The inputs to the algorithm are an unschedulgg.
DFG, libraries with different recourses made of transistors,.
of different oxide thickness, and a delay trade-off factos,.
T4 The Ty is a user defined quantity which specifies the
maximum allowed critical path delay of the targeted circuit,,.
The algorithm schedules and binds the node®&fG to the ..
FUs of different libraries so that critical path delay is either,,.
equal or less thaffi; while at the same time gate-oxide leakagg.
current of the target circuit should be minimized. 26:
The proposed time-resource constrained algorithm (Alggs.
rithm_1) takes time constrairify as an input. It performs a ,g.

ST AontheDFG and identifies critical and non-critical nodes,q
by calculatingl’,, T'., andT} of each nodes. During the step, it5,
uses delay value df for each node. Once identified, it assigns;;
T,:, (FUs from low thickness gate-oxide library) to critical

nodes and/,,, to non-critical nodes. After initial scheduling 5,

14:

for all non-critical nodes:; from root of the DF'G do
for all possible control steps (slack) af do
if FU,(k,Tos, ) is available for control stef[n;]
then
schedulen; in control stepC/[n;]
Assign FU;(k, Ty, ) to noden;
UpdateT, for all the nodes connected to
end if
end for
if n; is not scheduledhen
for all possible control steps (slack) of do
if FU;(k,T,;,) is available for control stef[n;]
then
schedulen; in control stepC|n;]
Assign FU,(k,T,;, ) to noden;
UpdateT; for all the nodes connected to
end if
end for
end if
end for

: CalculateT,, T,, andT, for all nodes
: calculate critical path delay,,
: Sort all critical nodes according to ascending order of

leakage current

S, o he = : for all critical nodesn; do
and binding, it calculates the critical path delay. If i path 5.

delay is less thafly, the algorithm checks individual nodes,.
which were assigned @, . It replaces thel,,,, with T, 35
to reduce the leakage current.If,,, is not available at that 5.
control step, it schedules it to next available control steder .
the condition that replacement should not violate the tgningg.
property. 39-

Consider the'I R filter of Fig. 5 under the assumption that 4.
unlimited number off;,., andT,,, components andy =6 4.
ns. We also assume that delay of the adder and multipligp.
corresponding td’,,, library are2 ns and3 ns respectively, ,3.
while those corresponding t6,., library arel ns and2 ns. 4.
After identifying the critical and non-critical nodes, theesent 4.

if FU;(k,Tos,, ) is available for control step’[n;] then
Assign FU,(k, Ty, ) to noden;
if slack ofn; is less tharD then
Assign FU;(k,T,e, ) to noden;
else
updateTy, T,., T for all nodes connected to;
calculate critical path delay.,
if T., greater thari; then
Assign FU,(k,T,;, ) to noden;
end if
end if
end if
end for

algorithm replaces the critical components wii),, and non-
critical to Ty, respectively. Nodesl1, A2, A3, M1 andM?2

are assigned to the corresponding component$,0f and
nodesM 3 and M4 are bound tdl,,, . After initial scheduling
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Fig. 6. DFG for the TED of Fig. 4 after initial scheduling and binding

and binding, the algorithm calculatds,, T;., and T for all
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LIBRARY WITH DIFFERENT GATE-OXIDE THICKNESS

the nodes. The value @f,, 7., andT; after initial scheduling [ Functional Tor = LAnm Tow = L.Tnm

and binding is shown irFig. 6. In Fig. 6, the delay of the unit Too (PA) | Tpa (n5) | Tow (pA) | Tpa (ns)
critical path is5 ns, which is less tharil; (6 ns). So, the S'Al‘gdert ;g?ggig ;;'31228} g-}g?;‘g iggigg
algorithm checks to.replace the_ndﬂ@% for further reduction Mltltir;?e?r 25.622379 44:484201 1:86948 74:62210
of leakage current if and only if replacement does not cause pyider | 36.397161 | 151.16479 | 2.88500 | 253.55799
any timing violation. It is easy to see froRig. 6 that theA3 [Comparator| 4.189020 | 35.860901 | 0.32880 | 60.14969
can be replaced by, ,, without causing any timing violation; | Register | 1.402110 | 32.679299 | 0.10963 | 54.82440
the correspondind F'G is shown inFig. 7. Multiplexer | 1.194390 1.581100 0.09232 2.65780

Yn

Tox, (81810~

A3 from 1.4nm to 1.7nm and corresponding propagation delay is

almost doubled for the same change. Due to this reason we first
setup a library of dual-oxide thickness pairlofinm—1.7nm,
shown inTable | Table |, 1,, andT, represent the leakage

(414/0)

(3/3/0)

T current and propagation delay of the functional unit, respe
(21210) 20 (3130) (3la) tively, for a given gate-oxide thickness. I_:or each benchkmar
Tox, ML Tox, v Toxy ° wa  Toxy w we present gate-leakage current for differéhit We also
used a smaller number d&f,;, resources and high number
® Xnooa Xn1 2 Xn-2 g Xn-2 of T,., resources. The results are shownTable IIl. The
factor I,,., represents the gate-oxide leakage current when
Fig. 7. Final DFG for Fig. 4

only T,,, library (1.4nm oxide thickness) is used for the
total design. The percentage reduction in gate-oxide paka

current is calculated as,
IV. EXPERIMENTAL RESULTS

Iom _Ioz
A = 25 Tor

oxrs

The above algorithm7'ED, and ST A are implemented 8)
in C. Our system does not need any other external tool for
synthesis. Experiments were performed on several betavior Table Il shows the results of the our scheduling algorithm.
level benchmark circuits with several constraints. Th@vese Column2 in Table Il represents the number of availatlg, ,,
constraints are expressed as the functional units of eifer resources in the library. The results indicate reductiogate
oxide thickness and time constraints in term of delay tradRrakage current in the range of 30% to 70% when number of
off factor (Td) The goal of the experiments is to demonstratpomH resources increases from 1 to unlimited numm_ 9
(i) the reduction of leakage current without violating systemshows the average percentage reduction for all benchmarks
performance(ii) Output synthesized netlist of a given desigiyithout resource constraints. Results indicate high Igaka

is less susceptible under process variations. current reduction without degrading system performance.
In order to perform experiment, we first need to set up the

library with different gate-oxide thickness. In the preseork, V. CONCLUSIONS

we characterized a library of6 — bit datapath components, In this paper, we presented scheduling-binding algorithm
such as adder, subtractors, multipliers, divider, mudtigrs, for reducing gate-oxide leakage current usidgal — T,

and registers following the structural descriptions frob8]] approach. The algorithm is based GhWD for generating
Fig. 8 shows variation of/,, leakage and propagation delayoptimized DF'G on which proposed algorithm is applied.
for the multiplier with respect tdl,,. It is clear from the Experimental results on a set of benchmark circuits show
figure that/,, is almost23 times lower whenT},, increases promising results in terms of leakage power saving.

* 100



TABLE Il
EXPERIMENTAL RESULTS FOR THE PRESENT ALGORITHM

Circuits | resource| Iz, T,=1.0 T,=12 Ty=14 T,=16
cons (nA) (ns) (ns) (ns) (ns)
Loz AT Loz AT Tox AT Loz AT
(nA) (nA) (nA) (nA)
1 399.146 | 326.501 | 18.2 | 319.31 | 20.3 | 306.54 | 23.2 | 298.56 | 25.2
ARF 2 399.146 | 275.74 | 31.1 | 269.42 | 32.5 | 262.63 | 34.2 | 255.05 | 36.1
3 399.146 | 259.44 | 34.8 | 251.06 | 37.1 | 241.88 | 39.4 | 228.71 | 42.7
00 399.146 | 145.30 | 64.8 | 139.70 | 65.9 | 126.53 | 68.3 | 107.77 | 73.1
Averagel,, Reduction 37.2 —— 38.9 —— 41.3 —— 44.3
1 271.64 196.67 | 27.6 | 193.14 | 28.9 | 189.06 | 30.4 | 180.09 | 33.7
BPF 2 271.64 124.41 | 54.2 | 120.34 | 55.7 | 115.99 | 57.9 | 108.66 | 60.2
3 271.64 115.99 | 57.2 | 114.36 | 57.9 | 112.73 | 58.5 | 100.51 | 63.7
o0 271.64 104.03 | 61.7 | 103.92 | 61.9 | 98.61 | 63.7 | 96.23 | 65.1
Averagel,, Reduction 50.2 —— 51.1 —— 52.6 —— 55.7
1 215.463 | 187.33 | 13.9 | 181.42 | 15.8 | 179.48 | 16.7 | 176.25 | 18.2
FIR 2 215.463 160.95 | 25.3 | 159.23 | 26.1 | 155.13 | 28.2 | 149.53 | 30.6
3 215.463 | 100.83 | 53.2 | 96.31 | 55.3 | 90.49 | 58.1 | 86.61 | 59.8
o0 215.463 86.18 60.7 | 81.87 | 62.1 | 7541 | 65.2 | 74.55 | 66.4
Averagel,, Reduction 38.3 —— 39.8 —— 42.1 —— 43.8
1 234.885 | 210.51 10.4 | 202.47 | 13.8 | 201.53 | 14.2 | 196.36 | 16.4
EWF 2 234.885 191.43 | 18.6 | 187.91 | 20.4 | 180.86 | 23.5 | 176.16 | 25.1
3 234.885 162.07 | 31.2 | 160.89 | 31.5 | 152.68 | 35.1 | 150.33 | 36.7
) 234.885 143.28 | 39.5 | 136.23 | 42.3 | 133.88 | 43.4 | 129.19 | 45.1
Averagel,, Reduction 24.9 —— 27.1 —— 20.1 —— 30.8
1 204.87 190.24 7.1 186.43 | 9.7 | 184.38 | 10.4 | 180.28 | 12.3
DWT 2 204.87 175.14 | 14.5 | 171.68 | 16.2 | 170.05 | 17.9 | 163.89 | 20.1
3 204.87 156.21 | 23.7 | 149.35 | 27.1 | 145.46 | 29.2 | 140.13 | 31.6
00 204.87 135.57 | 33.8 | 132.76 | 35.2 | 127.02 | 38.1 | 122.92 | 40.2
Averagel,, Reduction 19.8 —— 22.1 —— 23.9 —— 26.1
80 circuits,” Proc. IEEE Custom Integrated Circuits Confa@n2002, pp
I 1 0 ns 125 — 128.
or - %ﬁzz [7] S.P. Mohanty, E. Kougianos and D.K. Pradhan “Simultarseschedul-
60| B L6 s ing and binding for low gate leakage nano-complementaryatosite-
5 semiconductor data path circuit behavioural synthesiET Computers
3 %r and Digital Techniques, March 2008, pp. 118 — 131.
240’ [8] M Ciesielski, J. Guillot, D. Gomez-Prado, and E. Bouwtill “High-Level
g Dataflow Transformations Using Taylor Expansion Diagrdm$EEE
< sor Design and Test of Computers, 2009, vol. 26, pp. 46 — 57
s 2ol [9] M. Ciesielski, P. Kalla and S. Askar “Taylor ExpansionaDrams: A
Canonical Representation for Verification of Data Flow Qesi’ |IEEE
101 Transactions on Computers, Sep 2006, vol. 55, pp. 1188 —. 1201
0 A [10] M. Ciesielski, P. Kalla, Zhihong Zheng, and B. Rouzeyfaylor ex-
ARF BPF FIR EWF DWT pansion diagrams: a compact, canonical representatidn apiplications

Fig. 9. Bar chat shows percentage reduction of leakage rufoe different
T, under no resource constraints
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