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Abstract— For a nanoCMOS of sub-65nm technology, where
the gate oxide (SiO2) thickness is very low, the gate leakage
is one of the major components of power dissipation. In this
paper, we provide analytical models to describe the tunneling
current and propagation delay of behavioral level components
considering various physical effects in the absence of foundry
data. Subsequently, we explore the use of multiple oxide thickness
resources as a technique for the reduction of gate leakage. In
particular, we introduce a behavioral datapath scheduler that
maximizes the utilization of higher gate oxide thickness resources.
We characterize behavioral components for both 65nm and
45nm technologies in order to study the trend of tunneling
current as technology scales, and provide them as inputs to
the scheduler. We carried out extensive experiments for several
benchmarks and observed significant reduction in gate leakage.

I. INTRODUCTION

Several issues such as battery life, reliability, thermal
considerations, and environmental concerns have driven the
need for low power designs. With such aggressive technology
scaling both static and dynamic power have become equally
contributing factors for the total power dissipation of a CMOS
circuit [1], [2]. In a short channel nanometer transistor, several
forms of leakage exist, such as reverse biased diode leakage,
subthreshold leakage, gate tunneling current, hot carrier gate
current, gate induced drain leakage and channel punch through
current [3]. Of all these leakage mechanisms, SiO2 tunneling
current that flows during both active and sleep modes of the
circuit is a significant component for low-end nanoCMOS
technology (i. e. sub-65nm) using ultra-thin gate oxide [4],
[2], [5]. Thus, the major sources of power dissipation in a
nano-CMOS circuit can be summarized as [5], [6], [7]:

Ptotal = Pdynamic + Pshort + Pstatic + Poxide (1)

Power reduction in general can be achieved at various
levels of design abstraction, such as system, architectural,
logic and transistor level. Dynamic power management (DPM)
techniques, dynamic voltage (frequency) scaling (DVS), and
clock gating are popular system level methods [8]. Similarly,
multiple voltage (Multi-Vdd) techniques have been explored
for behavioral level dynamic power minimization [9], [10].
Moreover, multiple threshold (Multi-VTh) options have been
proposed for reduction of subthreshold current [11], [12]. Re-
cently, a Dual-Tox (gate oxide thickness) method is proposed
as a transistor level method for tunneling current reduction [4],
[13]. Moreover, transistor sizing has been used as attractive

option for power reduction [13], [14]. In this paper we propose
to use resources of multiple gate oxide thicknesses (Multi-Tox)
during behavioral synthesis for reduction of gate leakage.

II. RELATED AND THE PROPOSED RESEARCH

Low power behavioral synthesis research works have mostly
considered dynamic power reduction and few of them have
dealt with leakage. At the same time, few logic and transistor
level research works focus on reduction of gate leakage.

In [11], Khouri and Jha have proposed Dual-VTh techniques
for subthreshold leakage analysis and reduction during behav-
ioral synthesis. Gopalakrishnan and Katkoori [15] also use
Multi-VTh approach for reduction of subthreshold current dur-
ing high-level synthesis. Mohanty et. al. [5] have introduced
models and a datapath scheduling algorithm for reduction of
tunneling current.

In [16], Lee et al., developed a method for analyzing
gate oxide leakage current in logic gates and suggested pin
reordering to reduce it. Sultania et al., in [4], developed an
algorithm to optimize the total leakage power by assigning
dual Tox values to transistors. In [13], [17], Sirisantana and
Roy use multiple channel lengths and multiple gate oxide
thickness for reduction of leakage.

Contributions of this Paper: The contributions of this paper
are two fold. First, we develop models for direct tunneling
current and propagation delay calculations of functional units.
Subsequently, we assume that such functional units are made
available as standard cells and introduce an algorithm for
scheduling of the datapath operations such that overall tunnel-
ing current of a datapath circuit is minimal. We assume that all
transistors used in a functional unit (such as adder, subtractor,
etc.) have oxide of equal thickness, but the thicknesses of
different functional units may differ. The functional unit using
higher oxide thickness transistors dissipates less tunneling
power, but has larger delay. We may use such a functional unit
in the off-critical path of a circuit, to achieve the conflicting
objective of power reduction and maintaining performance.
On the other hand, a functional unit which uses lower oxide
thickness transistors exhibits less delay and is suitable to be
utilized in the critical path of a circuit. As the oxide thickness
we are dealing with is very low it may not remain constant
during the fabrication, hence our algorithm takes process
variation into consideration.



III. FIRST PRINCIPLE ANALYTICAL MODELS

In the absence of foundry rules we need models to char-
acterize the behavioral components for design space explo-
ration. Such models bridge the architectural level abstraction
with transistor level and help in quicker decision making at
behavioral level before laying out the design in silicon. We
use a top-down design synthesis with three level hierarchy
to form the models. At the top level of hierarchy we have
behavioral components such as adders, subtractors, multipliers,
etc. They in turn make use of logic level components which
are derived from a set of equations available for various
transistor characteristics. The models are developed from first
principles using standard notations [5] considering various
physical effects. Finally, we express the tunneling current and
propagation delay of each behavioral unit in terms of gate
oxide thickness in order to facilitate the behavioral synthesis.

In the hierarchical modeling, we assume that datapath units
are constructed using universal NAND logic gates as they
exhibit minimal tunneling current compared to other logic
gates [18]. Let us assume that there are total ntotal NAND
gates in the network of NAND gates constituting a n-bit
functional unit out of which ncp are in the critical path. In this
model we do not consider the effect of interconnects and focus
on the gate leakage and propagation delay of the functional
units only. It may be noted that this assumption does not affect
the tunneling current values as oxide tunneling happens only
in the transistors not in the interconnects.

A. Tunneling Current (Gate Leakage)

The gate tunneling mechanism in a CMOS can be either
Fowler-Nordheim (FN) tunneling or direct tunneling (DT);
both differ in the form of potential barrier [3]. We consider
the tunneling to be direct with trapezoidal potential barrier,
which is the case for sub-65nm technology [19].

We calculate the tunneling current of a n-bit unit as:

IDT FU =
∑ntotal

j=1 Prj

∑
MOSi ∈ NANDj

Pri IDT i. (2)

In the above, Prj is the probability that input of the NAND
gate is at logic “0”, which can be obtained by logic level
estimations. The contributions of the NMOS and PMOS
tunneling depend on the probability of the input signal being at
logic “1” and “0”, respectively. The average tunneling current
for a NAND logic gate is calculated as [4]:

IDT NAND =
∑

MOSi ∈ NAND Pri IDT i, (3)

where Pri is the probability that inputs of the MOS that are
connected in parallel i.e. PMOS are at logic “0”.

For direct tunnelling the tunneling probability of an electron
is affected by barrier height, structure and thickness and for a
MOS it is expressed by Eqn. 4 [20], [3], [21]:

IDT = WL q3V 2
ox

16π2h̄φBT 2
ox

exp

[
− 4
√

2meff φB
1.5Tox

3h̄qVox{
1−

(
1− Vox

φB

)1.5}]
.

(4)

The voltage across the MOS gate dielectic Vox is expressed
as, Vox = (Vgs − Vfb − ψS − Vpoly) [22], [3]. The voltage
across the polysilicon depletion region Vpoly is expressed as
Vpoly =

(
ε2ox V 2

ox

2q εSi NpolyT 2
ox

)
[3]. From these two equations we

obtain a quadratic equation in terms of the variable Vox, which
is solved to the following:

Vox =

√
1−2(Vfb+ψS−Vgs)

(
ε2ox

q εSi NpolyT2
ox

)
− 1

(
ε2ox

q εSi NpolyT2
ox

) . (5)

The flat-band voltage Vfb can be derived from MOS
capacitance-voltage (C-V) characteristics or using the ex-
pression

(
qNchannelT

2
ox

2εSi

)
. It may be noted that the effective

values of W , L, may be different from original values due to
depletion and need to be taken into consideration [7], [23].
The effective gate oxide thickness Tox is a quadratic function
of the physical oxide thickness, Toxp [7], [23]. After solving
the quadratic equation and taking polysilicon depletion into
consideration we obtain the following expression:

Tox = 0.5Toxp

(
1 +

√
1 + 4 εox

εSi

Xpoly

Toxp

)
. (6)

The polysilicon depletion depth is calculated as [7]:

Xpoly = εox

εSi
Toxp

(√
1 + 2ε2ox(Vgs−Vfb−ψS)

qεSiNpolyT 2
oxp

− 1
)

. (7)

The Fermi-level φF is calculated as
[

2kT
q ln

(
Nchannel

ni

)]
; for

strong inversion surface potential ψS is 2φF [20], [24], [25].

B. Propagation Delay

The critical path delay of a n-bit functional unit using
NAND gates as building blocks can be calculated as:

TpdFU =
∑ncp

i=1 0.5
(
nfan−inTpdNMOS + TpdPMOS

)
. (8)

The effective fan-in factor is calculated for short channel
devices with velocity saturation and strong inversion [6], [26]:

nfan−in = 1 +
{

(2−
√

2)(nseries−1)VdsSat

Vdd+VT h−0.5VdsSat

}

(
1 + Tox

εox

√
qNchannelεSi

2ψS

)
,

(9)

where nseries is the number of series connected MOS devices.
We use α-power and physical-α-power models to compute

the propagation delay (Tpd) of a MOS as [7], [27], [28],

Tpd = 0.5CLVdd

IDSat0
+ TT

{
0.5−

(
Vdd−VT h

Vdd

)
α+1

}
. (10)

Here, IDSat0 is the saturation drain current of the MOS for
Vgs = Vdd. The saturation drain current is given by [7]:

IDSat = W
L

(
Vgs−VT h

Vdd−VT h

)α


 µ0CoxVdsSat0(Vdd−VT h−0.5ηVdsSat0)

{1+θ(Vgs−VT h)}
{

1+
µ0VdsSat

vsatL(1+θ(Vgs−VT h))

}

 .

(11)

The zero bias mobility can be calculated as µ0 =
µsub{

1+
(

QBµsub
εoxvnorm

)} , where the depletion charge density QB is



calculated as
√

2qεSiNsubψS [29], [25]. The transition time
model is given in Eqn. 12 [7],

TT = CLVdd

IDSat0

[
0.9
0.8 + VdsSat0

0.8Vdd

{
Vdd−VT h−0.5ηVdsSat0

Vdd−VT h

ln
(

10VdsSat0(Vdd−VT h)
Vdd(Vdd−VT h−0.5ηVdsSat0)

)
− 1

}]
.
(12)

The constant modeling carrier saturation velocity is [7], [28]:

α = 1
ln(2) ln

{
2VdsSat0(Vdd−VT h−0.5ηVdsSat0)

VdsSata(Vdd−VT h−ηVdsSata)

}
. (13)

Here, VdsSat0 and VdsSata are the saturation drain voltages for
Vgs = Vdd and Vgs =

(
Vdd+VT h

2

)
, respectively. The saturation

drain voltage VdsSat is given by the following [7], [28]:

VdsSat = vsatL
µ0

{1 + θ (Vgs − VTh)}[√
1 + 2µ0(Vgs−VT h)

vsatLη{1+θ(Vgs−VT h)} − 1
]
.

(14)

The effective VTh in all of the above equations is [3]:

VTh = Vfb + 2kT
q ln

(
Nsub

ni

)

+ 1
Cox

√
2qεSiNsub

{
2kT

q ln
(

Nsub

ni

)
+ Vbs

}
,

(15)

where the effective oxide thickness for the Cox calculation
is performed assuming strong inversion. The mobility degra-
dation factor θ is computed as

(
µ0

2Toxvnorm

)
, where Tox is

calculated using Eqn. 6. The subthreshold slope factor η is
calculated as

[
1 +

√
qεSiNchannelT 2

ox

2ε2ox(ψS−Vbs)

]
[7], [28].

C. Function Fitting for Characterization

We consider the functional units of 16-bit size whose
structural information is obtained from [30]. We used the
parameters from BSIM4 models [31] and also from [25], [24]
with appropriate units. It is assumed that the probability of
logic “1” and logic “0” is the same. For a given length L,
the width of the transistors is chosen as WNMOS = 4L,
WPMOS = 8L to ensure smooth current flow between NMOS
and PMOS. While changing the oxide thickness the channel
length of the transistor is changed proportionately to avoid
impact on its functionality [4]. The plots in Fig. 1 confirm
that there is decrease in the tunneling current and increase in
the propagation delay as the oxide thickness increases. It is
also observed that there is increase in the tunneling current as
technology scales from 65nm to 45nm, which is consistent
with the ITRS prediction trend [19]. We present the tunneling
current and propagation delay of various units as functions of
gate oxide thickness in Table I.

IV. SYNTHESIS METHODOLOGY

There are several steps involved in behavioral synthe-
sis, such as compilation, transformation, datapath scheduling,
functional unit allocation, operation binding, connection al-
location and architecture generation. Scheduling and binding
are the major phases of low-power behavioral synthesis. We
assume that the target architecture datapath is specified as a
sequencing data flow graph (DFG). Each vertex of the DFG
represents an operation and each edge represents a depen-
dency. The DFG does not support the hierarchical entities

and the conditional statements are handled using comparison
operation. Also, each vertex has attributes that specify the
operation type. The delay of a control step is dependent on
the delays of the functional unit, the multiplexer, and register.

The proposed behavioral scheduler when used along with
a leakage-delay estimator generates a circuit which dissipates
minimal gate leakage. The estimator uses analytical models
introduced in the previous section and calculates the values for
different functional units. It also calculates total gate leakage
and critical path delay of a circuit represented as a DFG.
The combined reduction of gate leakage and critical delay
translates to reduction of the tunneling current-delay-product,
which is the objective of the scheduler for minimization.
Assuming Nc− number of control steps and nFU c− number
of resources active in any control step c, the tunneling current-
delay-product can be calculated as,

CDP =
∑Nc

c=1

∑nF U c

r=1 IDT FU (c, r) ∗ TpdFU (c, r). (16)

Here, IDT FU (c, r) is tunneling current of the r-th functional
unit active in step c with delay TpdFU (c, r).

We assume that all the transistors inside a resource have
same oxide thickness, which may differ for different resources.
However, to take the process variation into account we assume
that a given oxide thickness Toxp can take any value in the
range (Toxp −∆Toxp, Toxp + ∆Toxp). We assume such varia-
tion to be Gaussian [32]. It may be noted that as we maintain
constant

(
L

Tox

)
ratio and constant

(
W
L

)
ratio, all three process

parameters Tox, L, and W have Gaussian variation.
The scheduler algorithm heuristic is presented in Fig. 2,

which is developed based on the datapath scheduler in [10].
The inputs to the behavioral scheduler are an unscheduled
DFG, the resource constraints that include a number of differ-
ent resources made of transistors of different oxide thickness.
The scheduler time stamps the operations such that more low
oxide thickness resources are active in the critical path and
more high oxide thickness resources are active in the off-
critical path of the datapath circuit. The scheduler attempts
to assign higher intrinsic leakage functional units (such as
multiplier and divider) with higher oxide thickness. This is
in accordance with our conclusions from the analytical model
where it is observed that multiplier and divider units dissipate
much more tunneling current compared to adder and subtractor
units. At the same time it is observed that adder and subtractor
units have less delay compared to the multiplier and divider.
Thus, the scheduler attempts to operate the higher intrinsic
leakage units of the highest thickness to reduce the tunneling
and at the same time lower intrinsic leakage units of lowest
thickness to compensate the delay increase.

The scheduler performs assignment for all potential off-
critical paths and calculates CDP for each assignment for
the DFG using Eqn. 16. Once the minimum CDP is obtained
a particular vertex is time stamped and the Toxp assignment is
accepted. The predecessor and successor time stamps are ad-
justed accordingly to maintain the data dependency. Gaussian
distributed random numbers are generated to take into account
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Fig. 1. Tunneling Current and Propagation Delay Versus Oxide Physical Thickness for 65nm and 45nm Technology

TABLE I
ANALYTICAL FUNCTIONS TERMS OF Toxp TO BE USED FOR MULTI-Tox BASED LOW POWER BEHAVIORAL SYNTHESIS

Tunneling Current IDT FU in µA: f (Toxp) = Ae
(
−Toxp

α

)
+ B Propagation Delay TpdFU in ns: g (Toxp) = Ae

(
Toxp

α

)
+ B

65nm Technology 45nm Technology 65nm Technology 45nm Technology
α A B α A B α A B α A B

Adder 0.16877 8.64×102 -7.54×10−3 1.8029 5.93×102 -5.39×10−2 0.42445 0.21 6.98 1.05039 3.81 -2.33
Subtractor 0.16877 9.66×102 -8.43×10−3 1.8029 6.63×102 -6.02×10−2 0.42445 0.21 6.98 1.05039 3.81 -2.33
Multiplier 0.16877 1.15×104 -1.00×10−1 1.8029 7.92×103 -7.19×10−1 0.42445 0.34 11.10 1.05039 6.07 -3.71
Divider 0.16877 1.78×104 -1.55×10−1 1.8029 1.22×104 -1.11×10+0 0.42445 1.16 37.8 1.05039 20.60 -12.61
Comparator 0.16877 2.05×103 -1.79×10−2 1.8029 1.41×103 -1.28×10−1 0.42445 0.28 8.96 1.05039 4.89 -2.99
Register 0.16877 6.86×102 -5.99×10−3 1.8029 4.71×102 -4.28×10−2 0.42445 0.25 8.17 1.05039 4.46 -2.73
Multiplexer 0.16877 5.84×102 -5.09×10−3 1.8029 4.01×102 -3.64×10−2 0.42445 0.01 0.40 1.05039 0.22 -0.13

the effect of process variation on Toxp; the values are generated
in the range (Toxp −∆Toxp, Toxp + ∆Toxp). The algorithm
picks any one value in that range to replace Toxp under
consideration. The algorithm in the final step scans through
every clock cycle and finds all the scheduled vertices in each.
For a particular type of operation if the critical vertex has
higher Toxp than an off-critical vertex then the values of Toxp

are swapped between them. This step further compensates
the performance degradation due to the use of high leakage
resources with higher Toxp. The above described algorithm can
be easily used to handle various types of datapath operations,
such as multicycling, chaining, and pipelining.

V. EXPERIMENTAL RESULTS

The algorithm was implemented for experiments in the
behavioral synthesis framework in [10] and tested with several

benchmark circuits for several constraints. We present the
results in this section for selected benchmarks and constraints.

First we carried out our experiments using resources of two
different gate oxide thicknesses. For both 65nm and 45nm
technology we have chosen two different oxide thickness in
which higher thickness is 35% more than the lower thickness.
A selected set of resource constraints is given in Table II.
These are representatives of various forms of the correspond-
ing RTL representation. We have not shown the number of
dividers or comparators in the table as there was only one
benchmark (HAL) that needed them.

The experimental results are presented in Table III and Fig.
3. The quantities with ST subscript represent results for single
thickness and MT subscript represent results for the multiple
oxide thickness case. We assume the minimal oxide thickness
case with Toxp of 1.0nm as the base ST case. The value of



Input : UDFG, Resource Constraints, Analytic Functions for IDT F U and TpdF U
, Number of Tox

Output : Scheduled DFG, Tunneling Current and Delay Estimates, Number of Clock Cycles
——————————————————————————————————————————————————————————————————————–
Find total number of FUs of all available oxide thicknesses from the DFG : G(V, E)
Get resource constrained as soon as possible schedule SASAP and as late as possible schedule SALAP .
Fix the total number of clock cycles as the maximum of SASAP and SALAP steps.
Find the vertices in critical path Vc and off-critical path Voc (where, both Vc and Voc ∈ V ).
Assume the above SASAP schedule as the current schedule Si.
For each v ε Vc assign highest thickness ToxpH to operations needing high-leaky resources and lowest thickness ToxpL to operations needing low-leaky resources.
While all v ε Voc of the current schedule Si are not considerd for time stamping {

If vertex v is needs a high-leaky resource then assign the highest available thickness ToxpH .
Else assign the highest available thickness ToxpL.
Generate Gaussian random numbers in the range of (Toxp −∆Toxp, Toxp + ∆Toxp) to take process variation into account.
Calculate the current delay product of the current schedule CDPSi

for one value from
the range (Toxp −∆Toxp, Toxp + ∆Toxp) using the analytical functions f and g from Table I.

For each off-critical vertex Voc (i. e. v ε Voc) of the current schedule Si {
For every allowable control step c in the mobility range of v {

Assign next higher thickness if vertex needs high leaky resource and next lower thickness if vertex needs low leaky resource.
Generate Gaussian random numbers in the range of (Toxp −∆Toxp, Toxp + ∆Toxp).
Find CDP of the DFG for each case for a values from (Toxp −∆Toxp, Toxp + ∆Toxp). } End For } End For

Fix time stamp of the vertex with the current Toxp assignment for which CDP is minimum.
Remove the above time stamped vertex from Voc. } End While

Find all vertices scheduled in each clock cycle. For a particular type of operation in a clock cycle, if critical vertex has higher Toxp than off-critical then swap Toxp.
Calculate gate leakage and delay for the scheduled DFG.

Fig. 2. Heuristic based Mult-Tox Behavioral Scheduling Algorithm

TABLE II
A SELECTED LIST OF RESOURCE CONSTRAINTS USED TO PERFORM OUR EXPERIMENTS

Number of Resources for Various Toxp

65nm Technology 45nm Technology Resource
Multiplier Adder Subtractor Multiplier Adder Subtractor Constraint

1.35nm 1.0nm 1.35nm 1.0nm 1.35nm 1.0nm 0.95nm 0.7nm 0.95nm 0.7nm 0.95nm 0.7nm No.
1 1 2 0 2 0 1 1 2 0 2 0 1
2 1 1 1 1 1 2 1 1 1 1 1 2
2 0 0 2 0 2 2 0 0 2 0 2 3
3 0 1 1 1 1 3 0 1 1 1 1 4

∆Toxp is assumed to be 10% of the original Toxp. We estimate
the critical path delay of the circuit as the sum of the delays
of the vertices in the longest path of the data flow graph.
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Fig. 3. Average % Results for Various High-Level Synthesis Benchmarks.

We observe that for 65nm technology, the reduction in
tunneling current (∆IDT ) is in the range of 51.66%−87.87%
with an overall average of 75.08%. The average reduction for
each benchmark is very consistent in the range of 71.96% −
79.85%. It can be seen that the reduction in tunneling current
is maximum for the DCT and EWF benchmarks, and minimum
for ARF benchmark. The delay penalty (∆Tpd) is found to be
in the range of 6.0− 25.86% with an average overall average
of 18.83%. The results for the 45nm technology are similar
to that of 65nm. The reduction in the tunneling current is
decreased by approximately 10− 12% and the average delay
penalty remains approximately same.

We also carried out experiments using functional units

TABLE III
EXPERIMENTAL RESULTS FOR 65nm TECHNOLOGY

Bench- Res IDT in µA Tpd in ns
marks Con ST MT ∆IDT ST MT ∆Tpd

1 521.19 251.93 51.66 142.14 189.96 33.63
2 521.19 161.81 68.95 142.14 167.07 17.53

ARF 3 521.19 89.78 82.77 142.14 174.18 22.53
4 521.19 80.92 84.47 142.14 167.07 17.53

Average ∆IDT 71.96 Average ∆Tpd 22.81
1 411.07 157.69 61.63 127.93 169.96 32.85
2 411.07 123.71 69.90 127.93 159.96 25.04

BPF 3 411.07 87.51 78.71 127.93 154.18 20.52
4 411.07 69.78 83.02 127.93 159.96 25.04

Average ∆IDT 73.32 Average ∆Tpd 25.86
1 472.02 84.19 39.43 213.21 269.94 26.60
2 472.02 84.19 82.16 213.21 269.94 26.60

DCT 3 472.02 121.49 74.25 213.21 261.27 22.53
4 472.02 90.47 80.83 213.21 267.05 25.24

Average ∆IDT 79.85 Average ∆Tpd 25.29
1 311.03 37.71 87.87 227.43 250.85 10.30
2 311.03 70.95 77.18 227.43 239.94 5.50

EWF 3 311.03 95.33 69.35 227.43 233.57 2.70
4 311.03 70.95 77.18 227.43 239.93 5.50

Average ∆IDT 77.89 Average ∆Tpd 6.00
1 283.29 115.23 59.32 156.35 183.24 17.20
2 283.29 58.72 79.27 156.35 180.07 15.17

FIR 3 283.29 67.59 76.14 156.35 159.96 2.30
4 283.29 58.72 79.27 156.35 180.07 15.17

Average ∆IDT 73.50 Average ∆Tpd 12.46
1 196.71 77.77 60.46 56.85 79.98 40.67
2 196.71 59.67 69.66 56.85 67.09 18.00

HAL 3 196.71 34.93 82.24 56.85 67.09 18.00
4 196.71 32.71 83.36 56.85 60.19 5.88

Average ∆IDT 73.93 Average ∆Tpd 20.64
Overall Average ∆IDT 75.08 Average ∆Tpd 18.83



of three different gate oxide thicknesses. In this scenario
for different benchmark circuits the maximum reduction was
improved in the range of 3 − 7% and the average reduction
was improved by 2−5%. But, there is increase in the average
delay penalty for different benchmark circuits in the range
of 5 − 11%. This is observed for both 65nm and 45nm
technology.

VI. CONCLUSIONS

In this paper we presented a novel technique of Multi-
Tox functional units as an attractive option for overall gate
leakage reduction of a datapath circuit. However, Multi-Tox

based designs may need more masks for the lithographic
process of circuit fabrication. We believe such costs would
be compensated by the reduction of energy costs. We also
presented a comparative view of 65nm and 45nm technology.
The resource selection is being made during scheduling using a
heuristic based approach. We are anticipating that use of better
optimization techniques may further improve the results. We
can also incorporate methods to accurately estimate the logic
values for more accurate modeling. We have considered the
synthesis of datapath circuits, however the work in principle
can be extended to control synthesis. Finally, it is our belief
that the proposed Multi-Tox approach can be used along with
Multi-Vdd and Multi-VTh approaches to provide a solution for
total power dissipation of CMOS circuits.
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