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Abstract

As a result of aggressive technology scaling, gate leak-
age (gate oxide direct tunneling) has become a major com-
ponent of total power dissipation. Use of dielectrics of
higher permittivity (Dual-K) or use of silicon dioxide of
higher thicknesses (Dual-T ) are being considered as meth-
ods for its reduction. This paper presents a comparative
view of dual dielectric and dual thickness low leakage de-
sign techniques from a behavioral synthesis perspective.
An algorithm is presented for the gate leakage current re-
duction that does simultaneous scheduling, allocation and
binding during behavioral synthesis while accounting for
process variations. The algorithm minimizes the gate leak-
age for given time constraints. We performed experiments
for a number of benchmark circuits using a 45nm CMOS
technology datapath library. We obtained gate leakage re-
duction as high as 95% for the dual-K (SiO2 and Si3N4)
and 91% for the dual-T (1.4nm and 1.7nm) approaches.
It is observed that the dual-K approach outperformed the
dual-T approach for all benchmark circuits.

1 Introduction

The advent of portable communication and computing
services has promoted a great deal of interest in both com-
mercial and research areas. Due to scaling and the con-
sequent increase in leakage components in both active and
sleep states power consumption of CMOS circuits has be-
come an issue of major concern. As the systems become
faster and smaller in size, the leakage power dissipation
tends to increase exponentially [6, 1]. According to the
ITRS, a high performance CMOS device will require gate
oxide thicknesses of 0.7nm − 1.2nm, thus leading to gate
leakage due to carrier tunneling through the ultra thin layer
of gate oxide [11]. Various options need to be explored for

reduction of active leakage power dissipation in the advent
of nanoscale CMOS technologies.

Tunneling current dissipation in a CMOS with a supply
voltage Vdd and effective gate oxide thickness Tox, is given

by [6, 3], Igate ∝
(

Vdd

Tox

)2

exp
(
−k Tox

Vdd

)
, where, k is an ex-

perimentally derived factor. This gives rise to two options
for reduction of gate leakage: reduction of supply voltage
and/or increase of the gate oxide thickness. The popular op-
tion of scaling down of supply voltage [8] continues to play
its role in the reduction of dynamic power as well as leak-
age power, but it is not sufficient to control the exponential
growth of gate leakage. Increase in the gate oxide thickness
leads to an increase in propagation delay and area. Thus,
the use of multiple gate oxide thicknesses can serve as a
leakage current, performance and area trade-off. Recently,
the “dual dielectric” approach is being introduced for logic
level gate leakage reduction, where, SiO2 is selectively re-
placed with high-K materials such as SiON, Si3N4, etc. In
this paper we explore the three dimensional design space
(gate leakage, performance, area) for reduction of gate di-
rect tunneling current during behavioral synthesis consider-
ing (1) dual-K , and (2) dual-T .

2 Related Works and Our Contributions

Research in leakage optimization at the behavioral level
has not been as intensive as in dynamic power reduction.
In [5], Khouri and Jha proposed a dual-VTh technique for
subthreshold leakage analysis and reduction that targets the
least used modules as the candidates for leakage optimiza-
tion. Gopalakrishnan and Katkoori in [4] also use the multi-
VTh approach for reduction of subthreshold current and pro-
posed binding algorithms for power, delay, and area trade-
off. Mohanty et. al. [7] have presented analytical models
and a datapath scheduling algorithm for reduction of gate
leakage current.



We explore the dual dielectric (dual-K , SiO2 and Si3N4)
and dual thickness (dual-T , Low-Tox and high-Tox) ap-
proaches for total gate leakage reduction of datapath cir-
cuits. We minimize the gate tunneling current of a dat-
apath circuit with a given time constraint using a simu-
lated annealing based algorithm that performs simultaneous
scheduling, allocation and binding. The algorithm consid-
ers multicycling and chaining based datapath to reduce de-
lay penalty. It takes process variations into account while
optimizing gate leakage. In the sub-65nm CMOS technol-
ogy the gate oxide thickness is very small, approximately
1.2nm. However, a monolayer of SiO2 is approximately
0.2nm. Thus, a layer of SiO2 misplacement can cause sig-
nificant variation in the effective Tox, and resultant gate
leakage, and hence this effect needs to be accounted for. We
also explore the use of dual-K (SiO2 and Si3N4) approach
as alternative to dual-T approach. We also present analyti-
cal functions for the calculation of gate leakage, delay and
area of nano-CMOS based architectural units.

3 Low Gate Leakage Datapath Library

In this section we present a datapath component library
that will be used during behavioral synthesis. We con-
structed functional units (adder, subtractor, multiplier, di-
vider, comparator, register and multiplexer) using NAND
logic gates. We chose the NAND gate for two reasons: it is
a universal gate and its gate leakage is minimal compared to
other gates [10]. We used BPTM BSIM4 model for simula-
tion to estimate gate current (Igate) and propagation delay
(Tpd). On the other hand, due to unavailability of silicon
data we used an analytical formula for area calculations.

We followed the logic level characterization methodol-
ogy from [10]. If the four possible states (00, 01, 10 and
11) have gate tunneling current (I00, I01, I10, I11), respec-
tively, and assuming that all four states are equiprobable,
the average gate tunneling current of a 2-input NAND gate
is IgateNANDi

=
(

I00+I01+I10+I11
4

)
. The gate oxide direct

tunneling current is obtained by evaluating diffusion, chan-
nel and body components for a PMOS or NMOS device
from the BPTM and summing them as:

∑
MOSi

(|Igsi +
Igdi + Igcsi + Igcdi + Igbi |) to account for the ON as well
as the OFF state gate leakage for both NMOS and PMOS
devices. The area of a NAND gate is calculated using the
following expression [2]:

ANAND = kinv

(
1 + 4 (nin − 1)

√
ARNAND

kinv

)

×
(

1 +

“
WNMOS

f −1
”
(1+βNAND)

√
kinvARNAND

)
.

Here, WNMOS is the width of the NMOS, f is the mini-
mum feature size for a technology, kinv is the area of min-
imum size inverter with respect to f2, ARNAND is the as-

pect ratio of NAND gate, nin is the number of inputs, and
βNAND is the ratio of PMOS width to NMOS width.

We assume that in a n-bit functional unit there are total
ntotal NAND gates out of which ncp are in the critical path.
We calculate the direct tunneling current (IgateF U

) of a n-
bit functional unit as IgateF U

=
∑ntotal

i=1 IgNANDi
, where

IgNANDi
is the average gate oxide tunneling current dissi-

pation of the ith 2-input NAND gate in the functional unit,
assuming all states to be equiprobable. Similarly, the prop-
agation delay and silicon area of a n-bit functional unit are
TpdF U

=
∑ncp

i=1 TpdNANDi
and AFU =

∑ntotal

i=1 ANANDi
,

respectively. In this model we do not consider the effect of
interconnect wires and focus on the direct tunneling current
dissipation and propagation delay of the active units only.
The phenomenon of oxide tunneling current is restricted to
the active devices and does not contribute to power dissipa-
tion in the interconnect.

Analytical Functions in terms of K and Tox: In order to
facilitate the optimization during behavioral synthesis we
need to describe the characterization data obtained as func-
tions of K and Tox. We used the calculated and simulated
data to fit different analytical functions for gate leakage,
area and delay in terms of dielectric constants and oxide
thickness. The results are presented in Table 1 and Table
2, respectively. Curve fitting results for the leakage current
and delay in terms of the dielectric constant is shown in Fig.
1 and the leakage current, delay and area in terms of oxide
thickness is shown in Fig. 2. The functions obtained have
a correlation coefficient of approximately 0.99. Thus, the
curves faithfully represent the data.

4 Gate Leakage Optimization

In this section we present a simulated annealing ap-
proach based on the algorithm in [9] that performs simulta-
neous scheduling, allocation and binding and minimizes the
gate leakage current. Given a reduction mechanism (either
dual-K or dual-T ) and time constraint we need to determine
an RTL implementation that has minimum leakage current.
In both approaches, in order to maximize the leakage reduc-
tion we need to ensure that every node can be scheduled in
such a way that a less leaky resource can be assigned to non
critical resources so that the total delay is not effected.

Simulated annealing algorithms borrow ideas from Ma-
terials Science. Annealing is the process of heating and
cooling a material slowly until it crystalizes. The atoms of
this material have higher energies at very high temperatures.
This gives the atoms a great deal of freedom in their abil-
ity to reconstruct themselves. As the temperature decreases
the energy of the atoms decrease. Analogous to the an-
nealing process, the mobility of nodes in a DFG (data flow
graph representing data path circuit) is dependent on the to-
tal available resources. Here the nodes of a DFG are analo-
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Figure 1. Variation of gate leakage and propagation delay of different architectural units with K.
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Figure 2. Variation of gate leakage, delay and area of different architectural units with Tox.

Table 3. Notations used in Description
V {vi} Set of nodes or vertices in UDFG
LRM The Leakage Reduction Mechanism used. It

can be either dual-Tox or dual-K approach.
C[vi] Final time stamp of a vertex vi

FUj (m, Tox) jth resource of type m and thickness Tox

RH Higher leaky resource. Can be
either a ToxL

or a KL resource.
RL Less leaky resource. Can be

either a ToxH
or a KH resource.

ToxH
Higher gate oxide thickness

ToxL
Lower gate oxide thickness

KH Higher dielectric
KL Lower dielectric
RAvl[..c..][..k..][..Tox..] Availability matrix; c is any clock cycle
DTF Performance or delay trade-off factor
TCPST

Critical path delay for single oxide thickness
TCPDT

Critical path delay for dual oxide thickness
IgateST

Tunneling current for single oxide thickness
IgateDT

Tunneling current for dual oxide thickness
AST Total Area for single oxide thickness
ADT Total Area for dual oxide thickness
S Scheduled DFG with resource binding

gous to the atoms and temperature is analogous to the total
number of available resources. The mobility of the nodes
(chance for assigning a higher oxide thickness resource or
higher dielectric resource) is dependent on the total number
of available less leaky resources. We apply the annealing
principle to our problem and explore the trade-offs between
power, performance and area.

The input to this algorithm is a DFG, input data streams,
gate leakage reduction mechanism (either dual-K or dual-
T ) and the output is an RTL description with gate leakage.
The algorithm is presented in Fig. 3 and the notations used
in the algorithm are presented in Table 3. It starts with the
ASAP schedule and assigns RH (leaky resources, lower
thickness resources for dual-T approach and lower dielec-
tric for dual-K approach) to all the operations. This is done
by the function Allocate Bind. The total leakage is deter-
mined as the sum of leakages of all the allocated resources,
so the minimum number of resources required for the sched-
ule is determined and allocated. Once the execution in a
clock cycle is finished all the resources are assumed to be in
the ready state before running the next clock cycle.

In the outer loop during each iteration the number of less
leaky resources RL (higher thickness resources for dual-
T approach and higher dielectric constant for dual-K ap-
proach) is decreased, which restricts the mobility of the
nodes. The algorithm attempts to find an RTL that has min-
imum leakage for a given number of available resources. In
the inner loop during each iteration a neighborhood solu-
tion is generated (Fig. 4). If this solution has less leakage
than the current solution, the neighborhood solution is made
the current solution. This way the algorithm converges to a
solution that has minimum leakage. In generating a neigh-
borhood solution we randomly select a node and check if
a less leaky resource can be assigned in all possible clock



Table 1. Gate Leakage and Delay as Analytical Functions of K

Functional Unit Igate(µA) = A ∗ e

“ −K
α

”
+ Igate0 Tpd(ns) =

8>>><
>>>:

A2 +
A1−A20

B@1+e

„
K−K0

dK

«1
CA

, 2.5 ≤ K < 6

C ∗ e

“ −K
α

”
+ Tpd0 , 6 ≤ K < 30

Igate0 A α A1 A2 K0 β α Tpd0
Adder -1.20 2.53 0.36 5.06 63.22 4.02 0.47 -10.63 0.37

Subtractor -1.34 2.83 0.36 5.06 63.22 4.02 0.47 -10.63 0.37
Multiplier -16.10 33.81 0.36 8.07 100.74 4.02 0.47 -10.63 0.37

Divider -24.80 52.08 0.36 27.43 342.32 4.02 0.47 -10.63 0.37
Register -0.95 2.00 0.36 5.93 74.01 4.02 0.47 -10.63 0.37

Multiplexer -0.81 1.70 0.36 0.28 3.59 4.02 0.47 -10.63 0.37
Comparator -2.85 5.99 0.36 6.50 81.21 4.02 0.47 -10.63 0.37

Table 2. Gate Leakage, Delay and Area as Analytical Functions of Tox (in nm)
Igate(µA) = A e(−Tox/α) + B Tpd(ns) =

(A1−A2)
(1+(Tox/β)γ ) + A2 A(nm2) = αTox + β

Unit α A B A1 A2 β γ α β

Adder 0.10 24.82 0.08 -7.37 64.47 1.36 7.24 0.45×108 0.74×108

Subtractor 0.10 27.76 0.09 -7.37 64.47 1.36 7.24 0.50×108 0.83×108

Multiplier 0.10 331.62 1.09 -11.75 102.74 1.36 7.24 6.07×108 9.92×108

Divider 0.10 510.89 1.68 -39.93 349.12 1.36 7.24 9.35×108 15.28×108

Register 0.10 19.70 0.06 -8.63 75.48 1.36 7.24 0.36×108 0.58×108

Multiplexer 0.10 16.77 0.05 -0.41 3.66 1.36 7.24 0.30×108 0.50×108

Comparator 0.10 58.83 0.19 -9.47 82.82 1.36 7.24 1.07×108 1.76×108

Simulated Annealing Algorithm(UDFG, DTF , LRM)
(01) Initial Temperature← to

(02) Available Resources←∞
(03) While there exists a schedule with available resources.
(04) i = Number of iterations
(05) Perform resource constrained ASAP
(06) Perform resource constrained ALAP
(07) Initial Solution← ASAP Schedule
(08) S← Allocate Bind()
(09) Initial Cost← Cost(S)
(10) While (i > 0)
(11) Generate a random thicknesses in range of

(Tox − δTox , Tox + δTox)
(12) Generate random transition from S to S∗

(13) ∆I ← Tunneling(S)− Tunneling(S∗)
(14) if( ∆I > 0 ) then S ← S∗

(15) else if( e∆I /t >random[0,1) ) then S ← S∗

(16) i← i− 1
(17) end While
(18) Decrement available resources
(19) t← α× t
(20) end While
(21) return S

Figure 3. Simulated Annealing based algo-
rithm for minimizing the cost function.

cycles and that it satisfies a time constraint. Each time a dif-
ferent resource is assigned a random thickness in the range
of (Tox−δTox, Tox+δTox) to take process variation into ac-
count. Assuming a monolayer misplacement of SiO2, δTox

is approximately 15%.

For calculating the total delay of the circuit for a single
cycle case we used the critical path delay. While generat-

ing a random neighborhood solution for a dual dielectric
approach the algorithm ensures that the nodes in the criti-
cal path are not assigned a higher K resource, In the case
of dual thickness, the algorithm ensures that the nodes in
the critical path are not assigned a higher Tox resource. For
multicycling, the total delay of the circuit is calculated as
the product of total number of control steps and the maxi-
mum delay of any resource in the circuit. Assigning higher
thickness/dielectric resources will increase the delay which
can be compensated using chaining and multicycling. Us-
ing multicycling or chaining alone may not be enough.
While multicycling increases the number of control steps
there were only few operations for which chaining can be
implemented. The idea behind using both multicycling and
chaining is to ensure that the execution of any operation that
is ready (all its predecessors finished execution) and has a
resource available will start execution.

5 Experimental Results

We implemented the overall design flow using C under
UNIX environment and integrated it into the high-level syn-
thesis framework in [8]. We ran the algorithm with vari-
ous benchmark circuits [8] for both dual-K and dual-T ap-
proaches. For the dual thickness approach we calculated the
tunneling current for single thickness of 1.4nm as the base
case value from the BSIM4.4.0 model. Similarly, for the
dual dielectric approach we calculated the base case tunnel-
ing current using SiO2 as the dielectric. We considered a
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Figure 5. Gate leakage - propagation delay - area design space exploration for single cycle operation.

Table 4. Experimental Results

D Dual-T (K = 3.9, SiO2) Dual-K (Tox = 1.4nm)
T IgateDT

TCPDT
∆I IgateDK

TCPDK
∆I

F (µA) (ns) (µA) (ns)
Base Case : Igate = 6618.2, TCP = 308.9

A 1.0 1628.1 308.9 75.3 1321.7 308.9 80.0
R 1.1 1600.5 329.4 75.8 1321.7 308.9 80.0
F 1.2 1231.5 362.2 81.3 930.1 360.4 85.9

1.3 890.2 374.4 86.5 930.1 360.4 85.9
1.4 890.2 374.4 86.5 871.5 424.9 86.8

Base Case : Igate = 5222.4, TCP = 290.1
B 1.0 1215.8 290.1 76.7 969.8 290.1 81.4
P 1.1 1184.9 310.7 77.3 969.8 290.1 81.4
F 1.2 815.9 343.5 84.3 578.1 341.7 88.9

1.3 788.3 364.0 84.9 574.7 373.9 88.9
1.4 754.1 405.2 85.5 512.6 406.2 90.1

Base Case : Igate = 5941.6, TCP = 308.9
D 1.0 1644.2 308.9 72.3 1380.3 308.9 76.7
C 1.1 1589.0 308.9 73.2 1351.0 308.9 77.2
T 1.2 1330.5 341.7 77.6 1351.0 308.9 77.2

1.3 1330.5 341.7 77.6 1047.3 360.4 82.3
1.4 1275.2 362.2 78.5 959.4 392.7 83.8

Base Case : Igate = 3895.4, TCP = 498.4
E 1.0 1636.2 498.4 57.9 1497.5 498.4 61.5

W 1.1 1267.2 531.2 67.4 1468.2 530.6 62.3
F 1.2 870.6 584.5 77.6 1076.6 582.2 72.3

1.3 815.4 646.2 79.0 684.9 633.7 82.4
1.4 815.4 646.2 79.0 684.9 633.7 82.4

Base Case : Igate = 3572.9, TCP = 303.0
F 1.0 796.7 282.4 77.6 626.3 303.0 82.4
I 1.1 769.1 323.5 78.4 626.3 303.0 82.4

R 1.2 741.5 344.1 79.2 234.7 354.5 93.4
1.3 400.1 356.3 88.7 205.3 386.8 94.2
1.4 372.5 418.0 89.5 176.0 419.0 95.0

Base Case : Igate = 2543.5, TCP = 163.8
H 1.0 946.9 163.8 62.7 848.9 163.8 66.6
A 1.1 946.9 163.8 62.7 848.9 163.8 66.6
L 1.2 916.0 184.4 63.9 816.1 196.0 67.9

1.3 578.0 196.6 77.2 816.1 196.0 67.9
1.4 547.1 217.1 78.4 457.3 215.3 82.0

Base Case : Igate = 2075.5, TCP = 145.0
I 1.0 571.9 145.0 72.4 479.6 145.0 76.8
I 1.1 571.9 145.0 72.4 479.6 145.0 76.8

R 1.2 544.3 165.6 73.7 479.6 145.0 76.8
1.3 203.0 177.8 90.2 450.3 177.3 78.3
1.4 175.3 198.4 91.5 88.0 196.6 95.7

Base Case : Igate = 3759.4, TCP = 277.3
L 1.0 1435.0 244.5 61.8 1292.3 277.3 65.6

M 1.1 1407.4 297.9 62.5 1292.3 277.3 65.6
S 1.2 1038.4 330.6 72.3 900.7 328.8 76.0

1.3 697.0 342.8 81.4 900.7 328.8 76.0
1.4 641.8 384.0 82.9 509.0 380.4 86.4

Overall Average Reductions 76.8 79.5

Generate Neighborhood(S, DTF , CellLibrary, LRM)
(01) Select a random vertex vi ∈ V
(02) FOR each possible cycle c : CS[vi]→ CL[vi]
(03) IF ( FUj (m, RL) is available in RAvl for c ) then
(04) Schedule vi in step c, Assign c to C[vi]
(05) RBin[m][RL][rj] = Bind(vi) /*vi needs type-m*/
(06) Decrement RAvl[C[vi]][m][RL] /*Allocated*/
(07) Increment RAvl[C[vi]][m][RH]/*RH resource freed*/
(08) TotalDelay=0 /*Initialize Delay*/
(09) While(∀ vi ∈ V execution of vi is not done)
(10) For each vi ∈ V
(11) If(All predecessors of vi finished execution and

vi has not yet started execution and
required resource is available) then

(12) start executing vi

(13) For each vi ∈ V
(14) If(vi started execution and not yet finished)
(15) var=vi, break /*var–node to be executed*/
(16) Increment totaldelay by Delay(var, FUj (m, RL))
(17) For each vi ∈ V
(18) If(vi started execution and not yet finished)
(19) Execute vi for a period of

Delay(var,FUj (m, RL))
(20) If(vi finished execution))
(21) then mark vi as completed /*executed*/

Figure 4. Algorithm to generate random tran-
sition of a Multi-cycling and chaining datap-
ath. Algorithm to single cycle datapath is a
special case of the multi-cycling situation.

dual dielectric pair SiO2(K=3.9) - Si3N4(K=7) for dual-K
approach (the gate oxide thickness for both KH and KL

resources is a constant 1.4nm). For dual-T approach we
considered thicknesses 1.4nm − 1.7nm. To start with, we
assumed an infinite number of RL and RH resources and
during each iteration we decreased the number of RL re-
sources. We performed the experiments for both multicy-
cling and chaining based datapath as well as single cycle
datapath circuits.

The results take into account the gate leakage, area and
propagation delay of functional units, interconnect units,
and storage units present in the datapath circuit. The sub-
scripts ST and DT stand for single thickness and multi-
ple thickness, respectively. For a dual-T approach the per-
centage reduction in direct tunneling current is calculated as



∆I =
(

IgateST−IgateDT

IgateST

)
∗ 100% and the percentage area

overhead is calculated as ∆A =
(
−(AST−ADT )

AST

)
∗ 100%.

For a dual dielectric approach reduction in direct tunneling

current is calculated as ∆I =
(

IgateSK−IgateDK

IgateSK

)
∗ 100%.

We estimate the critical path delay of the circuit as the sum
of the delays of the vertices in the longest path of the DFG
for single cycle case and number of control steps times the
slowest delay resource for multicycling-chaining case. The
delay trade-off factor (DTF) is used to provide various time
constraints for our experiments. TCP is used to denote the
critical path delay of the circuit.

For a dual-T we had the area estimate and we obtained
a number of design alternatives in the 3-D space during
each iteration of our algorithm. We plotted the design space
for some benchmarks as shown in Fig. 5. We observed
that the extent to which tunneling current reduction takes
place increases as the number of available ToxH

resources
increase. We selected the design so as to minimize tunnel-
ing current. The results for single cycle datapath circuits
for various benchmarks for dual thickness technique for
1.4nm− 1.7nm and a dual dielectric technique for 3.9− 7
are reported in Table 4. For the dual-K approach the reduc-
tion in tunneling current for all the benchmarks ranges from
57.9% to 91.5% for an area penalty ranging from 6.6% to
34.8% for different delay trade-off factors considered in the
experiment. For the dual dielectric approach it ranges from
61.5% to 95.7%. It can be seen from the results table that
the area penalty increases with tunneling current reduction
for a dual thickness approach. The variations in area with
the dual-K approach is due to the effect of allocating more
number of resources.

For multicycling and chaining datapath with a dual-T ap-
proach we observed gate leakage reduction ranging from
30.5% to 91.1% for an area penalty ranging from 4.80% to
28.67% for different delay trade-off factors. One significant
observation is that there is a drastic reduction in delay com-
pared to single cycle operation. The design space explo-
ration for multicycling and chaining datapath is very much
similar to the single cycle case.
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The comparison between a dual-K and a dual-T approach

is shown in Fig. 6. We observed that a dual-K approach
gives better tunneling reduction compared to the dual-T ap-
proach for all benchmark circuits.

6 Conclusions

In this paper we presented a comparison of dual thick-
ness and dual dielectric approaches for reduction of tunnel-
ing current at behavioral level using simultaneous schedul-
ing and binding of functional units. The method of using
dual dielectric is proven to be more productive than the dual
thickness approach. The results achieved with the proposed
method outperformed other behavioral level leakage reduc-
tion works available in the literature in terms of percentage
reduction. Further exploration of these techniques in ad-
dition to the use of dual-K along with dual-Tox is being
investigated for future implementations. The ultimate ob-
jective is to extend the work on tunneling current to provide
a broader solution to the problem of power dissipation in all
its forms at the behavioral level.
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