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Abstract

In this paper, we propose a VLSI architecture and provide
prototype implementation of a chip that can insert both
invisible and visible watermarks in DCT domain. To our
knowledge, this is the firstever low power watermarking
chip having such watermarking functionalities. Various
techniques, such as multiple voltages, multiple frequency,
and clock gating are incorporated to reduce power con-
sumption of the chip. The proposed architecture has a three
stage pipeline structure and also uses parallelism to improve
the overall performance. A prototype chip is designed and
verified using various Cadence and Synopsys tools using
TSMC ����� technology. It runs at a dual frequency of
������ and ����� and at a dual voltage of ���� and
���� and contains ���� transistors. The average power
consumption of the chip is estimated to be ����� , which
is five times less than its single supply voltage and single
frequency operation.

1 Introduction

Watermarking is the process that embeds data called a
watermark, tag or label into a multimedia object, such as
images, video or text for their copyright protection and au-
thentication. The invisible watermark is embedded in such
a way that alternations made to the pixel value is percep-
tually not noticed, whereas, in visible watermarking a sec-
ondary translucent is overlaid into the primary image. In in-
visible watermarking scheme, the watermark is detected or
extracted to make an assertion about the object. The wa-
termark can be applied in either spatial or frequency do-
main. Frequency domain is preferred over spatial domain
in the applications in which robustness is the most desired
characteristics. The above JPEG codec can be a part of a
scanner, a digital camera, or any other multimedia device so
that the digitized images are watermarked right at the ori-
gin. The hardware implementation watermarking schemes

has advantages over the software implementation in terms of
low power, high performance, and reliability.

A comparative view of the watermarking chips available
in current literature is provided in Table 1. Strycker, et. al.
[3] proposed the implementation of a real-time spatial do-
main watermark embedder and detector on a Trimedia TM-
1000 VLIW processor. Mathai, et. al. [4] present a chip
implementation of the same video watermarking algorithm.
A DCT domain invisible watermarking chip is presented by
Tsai and Lu [5]. Garimella, et. al. [6] proposed a VLSI
architecture for invisible-fragile watermarking in spatial do-
main. Mohanty, et. al. [1] described a watermarking chip
that has spatial domain invisible robust and fragile water-
marking functionalities. Mohanty, et. al. [2] propose a chip
that has two spatial visible watermarking functionalities.

Table 1: Watermarking Chips in Current Literature

Work Type Object Domain Chip Statistics
Mathai, Invisible Video Wavelet �����
et. al. [4] Robust
Tsai and Invisible Image DCT �����, ���� ������

Lu [5] Robust ���� , �����, ������

Garimella Invisible Image Spatial �����, ����� �������

et. al. [6] Fragile ���� , ������
Mohanty Robust Image Spatial �����, ���� ,
et. al. [1] Fragile ������, �����

Mohanty Visible Image Spatial �����, ����� ���	���

et. al. [2] ���� , �	����, ��	��

In this paper, we propose chip that has both invisible and
visible DCT domain watermarking functionalities. The low
power feature such as, multiple supply voltages, dynamic
frequency clocking, and clock gating have been used to keep
the power consumption of the chip at minimal. The perfor-
mance improvement is done with a three stage pipeline and
parallel architecture. Single supply level low power consum-
ing level converters are used to interface modules operating
at different supply voltages. The lower supply voltage mod-
ule is run at a lower frequency. The architecture uses a de-
centralized controller mechanism to facilitate the dual volt-
age, dual frequency and clock gating implementations.



2 DCT Domain Watermarking
The spread spectrum invisible watermarking algorithm

from [7] and the visible watermarking algorithm from [8]
are chosen for VLSI implementation. Table 2 shows the no-
tations used in algorithm description.

Table 2: Notations used in Description of Algorithms
� : Original (or host) image (a grayscale image)
	� : DCT transformed original image
� : Watermark image (a grayscale image)
	� : DCT transformed watermark image

�
�� : A pixel location
�� : Watermarked image
	�� : DCT transformed watermarked image
�� ��� : Original image dimension
�� ��� : Watermark image dimension
�� ��� : Dimension of a block

�
�� : Number of original image blocks
�
�����

�����

�

�
�� : Number of watermark image blocks
�
�����

�����

�

��� : The ��� block of the DCT transformed original image 	�
��� : The ��� block of the DCT transformed watermark image 	�
��� �

: The ��� block of DCT transformed watermarked image 	��
�� : Scaling factor for ��� block (used for host image scaling)
�� : Embedding factor for ��� block (for watermark image scaling)
���
�
 �� : DC-DCT co-efficient of the ��� block DCT block ���
����	
�
 �� : Maximum of DC-DCT co-efficients
�
��

�
: Mean gray value of original image block ��

�
�� : Mean gray value of the original image �
�
����	 : Maximum of mean gray value of any original image block
�
����
��

: Mean gray value of a image block with all white pixels
��


��
�

: Normalized �
���
��


��
: Normalized �
��

����
�

: Mean of AC-DCT co-efficients of original image block ��
����� : Variance of AC-DCT co-efficients of original image block ��
������	 : Maximum variance of AC-DCT co-efficients of any block
������ : Normalized �����
���	, ��
� : The maximum and minimum value of ��
���	, ��
� : The maximum and minimum value of ��
� : A scaling factor used for invisible watermark insertion
���
�� : Gray value corresponding to pure white pixel

The invisible watermarking algorithm in [7] computes the
DCT co-efficients for insertion of watermark assuming that
the entire original image is one block. The ���� largest of
these co-efficients are identified as the perceptually signifi-
cant for the image. The watermark � � 	�
 	�
 ����
 	����
is computed where each 	� is chosen according to �	�
 �
,
where �	�
 �
 denotes a normal distribution with mean �
and variance �. Assming, � � ���, the watermark is inserted
in the DCT domain of the image using,


�� 	�
�
 � 
�	�
�
 � 	� � �	�
 � (1)

However, we consider the three largest AC DCT co-
efficients of every block as the candidates for invisible wa-
termark insertion in chip implementation.

��� �	�
�
 � ���	�
�
 � � ��	�
�
 (2)

Where, 	�
�
 corresponds to the three largest AC DCT val-
ues for ��� block, and 	� � �� ���� � �
. The random
number matrix �� is constructed from the random numbers.

The visible insertion algorithm in [8] divides the origi-
nal image � and the watermark image � into blocks of size

�� � �� . The DCT co-efficient 
� for all the blocks of
the original image are found out. For each block of the orig-
inal image the mean gray value is computed as ��	��

�
���	�
 �
. The normalized mean gray values is calculated as,

���	��
�

�
���
�
����	

� ���
�
��
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�
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�
��
���
���
�
�����

�

(3)
Thus, the normalized mean gray value of the whole image is

���	� �
�

�
��

��
����
��� ���	��

� (4)

The mean and variance of AC DCT co-efficients of each
block are calculated using the following equations.

��	��
� �

�����

�
�

�
� ���	�
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�����

�
�

�
�

�
���	�
�
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��

(5)
Where, the values of � and � corresponds to the locations
of each pixel for each � �� block with reference to the pixel
locations of the original image. The normalized variance of
AC DCT co-efficients are computed as follows.

���	�� �
�����

������	
�

�����
���	�����
��

(6)

The scaling and embedding factor for each block are,

�� � ���	�� �	�
�
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.(7)

The �� and �� are scaled to the range 	����
 ����

and 	����
 ����
, respectively. The edge blocks are de-
termined, and the �� and �� are taken to be ���� and
���� for them, respectively. The DCT co-efficient 
� for
all the blocks of the watermark image are found out. For
� � � � ���� � �, the visible watermark is inserted in
the host images block-by-block as,

��� � � �� ��� � �� ���� (8)

In the original algorithm Sobel edge detector is used, but
we use a DCT based edge detection scheme in chip imple-
mentation. The first step of edge detection involves sum-
mation of the absolute values of all AC DCT coefficients of
each block as follows.

�
���	��

�
� � �

�����

�
�

�
� ����	�
�
� (9)

A block is declared as an edge block if
�
���	��

�
� �

�
�
���	���	

�
�; where,

�
���	���	

�
� � ��	

�����	��

�
�� and �

is a threshold constant.
In Eqn. 3 the normalization is performed using

the �����	�
 �
, the maximum of ���	�
 �
. Finding
�����	�
 �
 out of �����

�����
values of ���s can slow down

the insertion process. So, to improve the performance
of the VLSI chip, we use �������	�
 �
 for normalization;



�������	�
 �
 is the DC DCT of a block having all white pix-
els. Thus, the Eqn. 3 is modified to the following:

���	��
�

�
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�

�
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�
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����
��
�
��
(10)

Now, we aim at improving the performance degradation due
to normalization involved in Eqn. 6. Using Eqn. 6 in Eqn.
7, we have the following equation.
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(11)
The factor ��	���	 in Eqn. 11 serves as a constant scaling
factor. Hence, we redefine the equations as follows.
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(12)
Where, the ��

� and ��� values are current values of �� and
��, respectively. Using Taylor series approximation upto the
square term, the above equations are rewritten as follows.
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Now, the ��

� and ��� are scaled to the range 	����
 ����

and 	����
 ����
, respectively to get the required factors.

3 Proposed VLSI Architecture
The overall architecture for the proposed DCT domain

watermarking chip that can insert invisible and visible water-
marks is shown in Fig. 1. This is a decentralized controller
architecture, where each module has its own controller.
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Figure 1: Proposed Architecture

3.1 Invisible Watermarking Architecture
The modules used for invisible watermark insertion are

DCT, random number generator, and invisible insertion. Af-
ter the DCT co-efficients of the host image is calculated, in-
sertion module adds the random numbers to them. The �
parameter is also given as input to the insertion module. The
three appropriate AC DCT coefficients for each block are
chosen for watermark insertion using a counter. The DCT
module is shown in Fig. 2(a). The DCT module consists of
the following three sub-modules: DCT� , DCT� , and con-
troller. Apart from the above, flip-flops and latches are also
used to store and forward the appropriate AC-DCT coeffi-
cients to the insertion module. The architecture of both the
DCT� and DCT� modules are borrowed from [9, 10]. Both
DCT� and DCT� use sixteen multipliers and twelve adders.
The DCT controller determines the coefficients to be for-
warded, the memory addresses where the coefficients are to
be stored, the time to trigger the invisible insertion module,
and the random number generation module. The invisible
watermark insertion module, which consists of a multiplier
and an adder, has its own controller. The insertion module
scales the random number generated with � and adds it to
the DCT coefficient. The random number generation mod-
ule consists of linear feedback shift registers [11].

3.2 Visible Watermarking Architecture
The five modules involved in visible watermarking are

DCT module, edge detection module, perceptual analyzer
module, scaling and embedding factor module, and visible
watermark insertion module, details shown in Fig. 2.

The edge detection module determines the edge blocks
in the original image. The threshold constant � is given as
input to the edge detection module. The three parts of the
edge detection module implement a particular function, such
as accumulation, comparison and detection needed for edge
detection (refer Eqn. 9).

The perceptual analyzer module evaluates the Eqns. 3 and
6. Similar to the edge detection module, the perceptual ana-
lyzer module is also divided into three sub modules. The first
sub module, namely the mean calculator computes the mean
of the AC-DCT coefficients. The result of this sub-module is
passed onto the next sub-module called the variance calcu-
lator module, which calculates the variance in the AC-DCT
coefficients. The DC-DCT mean calculator is the third sub-
module of the perceptual analyzer. These submodules are
implemented with adders, and feedback flip-flops, etc.

The scaling factor �� and the embedding factor �� are
computed by the Scaling and Embedding factor module us-
ing Eqn. 13. This module is divided into two sub modules.
The first module calculates the scaling factors and the em-
bedding factors and is called the alpha-beta module. The
second sub module scales down the scaling and embedding
factors to a particular range depending on the user defined
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ranges 	����
 ����
 and 	����
 ����
.
The last module is the visible watermark insertion mod-

ule. It serves the purpose of inserting the watermark into
the original image. Using the information provided by the
edge detection module and the scaling and embedding factor
module, the watermark is inserted into the original image. It
consists of two multipliers and an adder for evaluating the
Eqn. 8. Multiplexors are used to select appropriate values of
�� and �� for a non-edge blocks and an edge blocks.

3.3 Dual voltage, dual clock and clock gating
To minimize the power consumption, the chip is to be

operated with dual frequency dual voltage supplies (refer
Fig. 3). Apart from the dual clock supplies, local clocks
are automatically generated to trigger the operation of some
modules. These local clocks are generated from the local-
ized controllers embedded within each module. This type of
clock generation within the chip helps to indirectly imple-
ment the clock gating technique. A low voltage supply is
used for the DCT modules. The chip is implemented in such
a way that the clock for the non-DCT modules must be an
exact multiple of the clock for the DCT module. The DCT
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Figure 4: Pipeline Stages in the Datapath

block processes 4 image pixels at a time. The other modules
in the chip operate on one pixel at a time. Hence the DCT
block can be clocked at one fourth the non-DCT clock fre-
quency. The delay of the DCT module is less than its clock
period. In this way there is a slack introduced in the DCT
module which makes it possible to operate the DCT module
at a lower voltage.

3.4 Pipelining and Parallelization
To improve the overall performance of the chip, some of

the operations involved in the algorithm are pipelined and
parallelized as shown in Fig. 4. The visible architecture in-
volves a three stage pipeline, whereas the invisible architec-
ture is a two stage pipeline. The output of the edge detection
submodule 2 in stage 3 goes to the edge detection submodule
3. Similarly, the outputs of the other modules in other stages
goes to subsequent modules for further processing. The in-
visible watermarked DCT coefficients are available in the
second pipeline stage. In the first forwarding logic, latches
store all the DCT coefficients. These are then multiplexed
as needed to the perceptual analyzer and the edge detection
modules. The edge detection module and perceptual ana-
lyzer module operate in parallel. The second forwarding flip
flops are internal to respective modules.



Structural netlist generation

VHDL

Placement and Routing

Layout

Technology File

Database

Format (LEF) File

Layout Exchange

Rule Files

Abstract generation

Format (DEF) File

Design Exchange

Design Constraints

Figure 5: Watermarking Chip Design Flow

3.5 Decentralized Controller
Latches and demultiplexers are used to forward the out-

puts of the DCT module to the edge detection module and the
perceptual analyzer module. The latches store four DCT co-
efficients at any time. Appropriate control signals are gener-
ated by the main controller to trigger edge detection and per-
ceptual analyzer module at the right time. The latches and
demultiplexers are controlled by the main controller. The
scaling and embedding factor module can operate only after
the perceptual analyzer completes its entire operation, and
hence is triggered using the perceptual analyzer module. The
scaling and embedding factor module completes its process-
ing it triggers the visible insertion module. Thus, the overall
chip is implemented with decentralized control logic.

4 Prototype Chip Implementation
The chip was designed at the RTL-level using VHDL. A

hierarchical design approach was adopted in implementing
the chip. Standard cell design methodology was used for
generating the layout. The standard cell design library ob-
tained from [12] was designed using TSMC ����� CMOS
technology. The standard cell library includes basic gates,
flip flops, IO pads and corner cells. The layout for each
module was generated and later integrated to obtain the fi-
nal chip. The various steps in the design cycle is given as a
flow chart in Fig. 5.

All the arithmetic operations done in the chip pertain to
the IEEE 754 standard. Arithmetic operations like multipli-
cation and additions are done by calling the in-built function
available in the IEEE.std logic arith package in step 1 of the
design flow. The logic used in this package is the paper and
pencil method of carrying out addition and multiplication.
These operations are synthesized and implemented using the
standard cells in the library by Synopsys design Analyzer in
step 2 of the design flow. The divider within the embedding
module uses the restoring division algorithm.

The single supply voltage level converter described in
[13] is used in this implementation. This voltage level con-
verter is superior to the conventional DCVS in terms of
power and delay. The voltage level converter was designed
as a standard cell and added to the existing standard cell li-

Figure 6: Layout of the Proposed Chip
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brary. The output of the DCT module is connected to the
voltage level converters to step up the voltage. The delay
caused by the voltage level converter is added with the clock
period of the faster clock. The low voltage modules are
grouped together during the final place and route of the chip.
A separate power and ground rings are drawn around this
group isolating this low voltage island from the high voltage
island. Silicon Ensemble connects the power and ground
nodes of all modules and the low voltage island to a com-
mon power and ground ring. Since the low voltage island
is treated as a separate module, only the outer power and
ground rings are used in routing. After exporting the layout
of the final chip to the layout editor, the power supply for
the low voltage island is deleted and a separate low voltage
power supply is given. As a result of separation of the two
voltage islands, routing the two different clocks is also made
easy.

I/V

vdd1

Chip
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Figure 8: Pin Diagram for the Proposed Chip

The layout and the floorplan of the complete chip are
shown in Fig. 6 and Fig. 7 respectively. The pin diagram
of the entire chip is shown in Fig. 8. Many other I/Os can
be multiplexed to reduce the number of I/O pins. Only the



I/Os of the visible and invisible insertion modules are multi-
plexed. The choice between invisible watermarking and visi-
ble watermarking is made with the help of an I/V line. When
the I/V line is high it represents invisible watermarking and
when the I/V line is low it represents visible watermarking.
During visible watermarking the invisible watermarking part
of the chip is disabled and vice-versa. So both visible water-
marking and invisible watermarking cannot be carried out
at the same time. When the I/V line is high the invisible
watermarking part of the chip begins to operate. Other mod-
ules which belong to visible watermarking part are disabled.
Certain IOs in the design are implemented as INOUT pins to
reduce the number of IOs. The needed logic to implement
this type of IOs is assumed to be present externally. The visi-
ble insertion module and the invisible module share the same
output pins. A multiplexer is used to select the appropriate
output based on the type of watermarking being processed.

5 Results and Conclusions
Each module in the chip was tested individually with

nanosim. The functionality and the delay of each module
was verified with the help of waveforms. The model file was
obtained from MOSIS website. A minimum simulation time
of ������ and a maximum simulation time of ��������
was used. The simulation time depends on the module being
tested. Random vectors were used for testing. So the individ-
ual power values obtained were added together along with
the overhead of the small datapath which lies between the
DCT module and the edge detection and perceptual analyzer
module. Typical length of netlist files were more than few
hundred thousands of lines. Hence, a perl script was writ-
ten to automate the process of simulation. The perl script
takes two files as input. One of them is the netlist file and
the other is the file which contains the input for the circuit
which should be simulated and a list of input and output
pins. The inputs must be given as integers. The script con-
verts the netlist file into a EPIC VECTOR file as required
by nanosim. It also generates EPIC DIGITAL VECTOR file
which has the inputs in nanosim specified format. All the
node numbers are changed to corresponding node names as
used in layout. Hence, the output waveforms can be viewed
without searching for node numbers from the netlist. The
area and power values are given in Table 3.

Dual voltage, clock gating and dual frequency techniques
were used in this design for low power optimization along
with a certain degree of pipelining and parallelism. The ar-
chitecture developed in this design is the first such architec-
ture to be able to perform both visible and invisible water-
marking. Further work is necessary to reduced the size of the
DCT module by rearranging the arithmetic operations. Par-
ticularly, the size of the multipliers can be minimized. More
efficient area optimization can be done if each module within

Table 3: Power and Area of different Modules
Module Power (�� ) Area (���� ��)
DCT X 	����������
DCT Y ����������
DCT (at ���� ) �����	��������
DCT (at ���� ) �����		�
Edge Detection �������������� �����	�	�	�
Scaling and Embeding Factor �������������� ������������
Visible Insertion �������� �����������
Invisible Insertion �����	�� ��������	��
Perceptual Analyser ��������	����� ���������	
Overall Chip ��������
Overall Chip (dual voltage) ���
Overall Chip (normal operation) ��	�

the DCT module is placed and routed at the final place and
route step. Then, there would be an increase in speed of the
DCT module and a decrease in area due to the reduced size
of the multipliers. The submodule in the perceptual analyzer
has a multiplier followed by an adder. This combinational
block dictates the speed of the faster clock. If this block can
be divided into two stages with a multiplier and an adder, the
speed of the faster clock can be increased further.
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