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Abstract channel punch through current [2]. While biased diode leak-
age and SiQ tunnel current flow during both active and
Gate oxide direct tunneling current is the major componentsleep mode of the circuit, the other currents flow during the
of static power dissipation of a CMOS circuit for low-end sleep mode only.
technology, where the gate dielectric (g)@hickness is very Several methods have been proposed in literature for re-
low. This paper presents a novel direct tunneling current re-ducing sleep mode leakage, such as use of multiple thresh-
duction method during behavioral synthesis of nanometerold CMOS [3, 4], body-biasing [5], and state assignment [6].
CMOS circuits. We provide analytical models to calculate However, the leakage during active mode of a device has
the direct tunneling current and the propagation delay of be- not got much attention, which is a prominent component of
havioral level components. We then characterize those comleakage for low-end nanotechnology [7]. As per ITRS high
ponents for various gate oxide thicknesses. We also providgerformance CMOS circuits will require gate oxide thick-
an algorithm for behavioral scheduling for minimizing the ness of0.7nm — 1.2nm in near future [8]. Such ultra-thin
overall tunneling current dissipation of datapath circuits. oxide devices will be more susceptible to new leakage mech-
The algorithm explores dual oxide thickness option for re- anisms due to tunneling through gate oxide leading to gate
ducing direct tunneling current. We have carried out exten-oxide current [9]. The probability of electron tunneling is a
sive experiments for various behavioral level benchmarksstrong function of the barrier height (i.e., the voltage drop
under various resource constraints and observed significantacross gate oxide) and the barrier thickness. Thus, reduc-

reductions in tunneling current. tion of active leakage power dissipation is the need of the
technology.
Let us assume thdt,,; - supply voltage of a transistor,
1 Introduction T,. - gate SiQ thickness,W,.. - gate width. Then, the

gate oxide tunneling current is expressed as follows [1, 10] :
There has been a significant increase in the demand for low 9
power and high performance digital VLSI circuits. The de- I, = KWgate<%) exp(—a‘T/:lz) Q)
signers are implementing very high-order scaling of both de-
vice dimensions and the supply voltage. As a result, theréVhere,K anda are experimentally derived factors. From
has been a drastic change in the leakage components of tfie Egn. 1 it is observed that the following possible options
device both in the inactive as well as active modes of oper-are available for reduction of gate leakage power consump-
ation. The dynamic power consumption remains almost untion, (i) decreasing supply voltage, (i) increasing gate
changed, but the leakage power dissipation increases signifXide thickness, and (iii) decreasing gate width. Decreasing
icantly and becomes a major contributor to the total powerPower supply voltage is used as a popular option to reduce
dissipation as the technology changes [1]. This calls for adynamic power consumption [11], and it will continue
greater need for a considerable reduction in leakage poweglaying its role in the reduction of leakage power as well.
which continues to dissipate even when a device is not dolncrease in the gate SiQhickness leads to the increase in
ing any useful job. The leakage current in short channelpropagation delay. Moreover, reduction of gate width may
nanometer transistor has diverse forms, such as reverse biot be an attractive option as gate leakage current is only
ased diode leakage, subthreshold leakage; 8ifnel cur-  linearly dependent on it. Thus, we conclude that considering

rent, hot carrier gate current, gate induced drain leakagegate oxide of multiple thicknesses may be able to reduce the
oxide tunneling current while maintaining the performance.

OA short 2-page version of this work will appear in ISVLSI 2005.



In this research we explore the multiple gate oxide thick-3  Analytical Models

ness approach for reduction of direct tunneling gate current

during behavioral synthesis. The contributions of this pa-In this section, we provide analytical models for direct tun-

per are of two folds. First, we develop models for direct neling current and propagation delay calculation of func-

tunneling current and propagation delay calculation of func-tional units. We use a top-down approach with three level

tional units. We characterize the functional units for vari- hierarchy to form the models. At the top level our objective

ous oxide thicknesses and make them available as standaiglto prepare a set of characterized cells which are to be used

cells. Second, we introduce an algorithm for scheduling offor the behavioral synthesis. These in turn make use of logic

the datapath operations such that overall tunneling currenkevel components which are derived from a set of equations

dissipation of a datapath circuit is minimal. We assume thatavailable for various transistor characteristics.

all transistors used in a functional unit (such as adder, sub- The notations used in the modeling are provided in Table

tractor, etc.) have oxide of equal thickness, but the thick-1. In this work, we assumed that datapath functional units

ness of different functional units may differ. The functional (FU) such as adders, subtractors, multipliers, dividers, etc

unit using high oxide thickness transistors dissipates lesse&re constructed using universal logic gate 2-input NAND.

tunneling power, but has larger delay. We may use such &€t us assume that there are total;,; NAND gates in the

functional unit in the off-critical path of a circuit, to achieve network of NAND gates constitutingsabit functional unit.

the conflicting objective of power reduction and maintain- Moreover, we also assume that out of total;,; NAND

ing performance. On the other hand, a functional unit whichgates in the network of NAND gates constitutingrabit

uses smaller oxide thickness transistors has lesser delay affidnctional unit,n., number of NAND gates are in the criti-

is suitable to be utilized in the critical path of a circuit. cal path. In this model we do not consider the effect of inter-
connects and focus on the direct tunneling power dissipation
and propagation delay of the functional units only.

2 Related Work

Literature in behavioral power reduction techniques have3-1 Analytical Model for Tunneling Current

It?rgely fociusseg on redqctlon of dygam}c powekr. ;’hel fe.v‘;]We first discuss the high-level analytical models for the tun-
ed avtl_ora sfynt betils SLatl'g power rte u}_(|:t|on wor St ea W'ttneling current in FUs and then identify the required terms
reduction ot sublhreshold current. However, at presen t logical and transistor level and in turn derive them. We

tr:er(_a IS hardg/ any E ehaworlql synthesis ?d(jjressmghmfsthq calculate the tunneling current ofrabit functional unit in
ologies to reduce the tunneling power of a datapath circuity,,. following manner.

On the other hand, few logic or transistor level research
works focus on addressing reduction of gate tunneling.
In [12, 13], Khouri and Jha have proposed algorithms

for subthreshold leakage power analysis and reduction durThe contributions of the NMOS and PMOS tunneling de-
ing behavioral synthesis using dual threshold voltage. Thepend on the probability of the input signal being at logic “1”
algorithms target the least used modules as the candidategq “0”, respectively. Herer is the probability that input

for leakage optimization. Gopalakrishnan and Katkoori in of the NAND gate is at logic “0”, which can be obtained by
[14, 15], also use MTCMOS approach for reduction of sub- carrying out logic level estimations?r; is the probability
threshold current during high-level synthesis. They pro-that inputs of the transistors that are connected in the paral-
pose binding algorithms for power, delay, and area trade-offje| j e. PMOS are at logic “0”. Now we derive the relation
While clique partitioning approach is used in [15], a Knap- for the I, for a NAND gate which consequently will be
sack based binding algorithm is proposed in [14]. used to calculate tunneling current of FUs. The average tun-

In [16], Lee et. al. developed a method for analyzing neling current for a NAND is calculated as [9] :
gate oxide leakage current in NOR and NAND gates. They

also suggested _utiIizatior_u pin r_eordering to red_uce the ga_lte IDTNAND = ZMO& < NAND Pri Ipri 3)
leakage. Sultania et. al., in [9], introduced algorithm to opti-

mize the total leakage power by assigning dual oxide thick- The tunneling mechanism between substrate and gate can
ness values to transistors in a given circuit. Their approactbe either Fowler-Nordheim (FN) tunneling or direct tunnel-
produced a tradeoff between thickness and delay values, déag, both differ in the form of potential barrier. We consider
creasing leakage current at the cost of some delay penaltyhe tunnelling to be direct with trapezoidal potential barrier.
Bowman et. al. implemented an alpha power law MOSFET The tunneling probability of an electron is affected by bar-
model to optimize the propagation delay of circuits [17]. rier height, structure and thickness and is predominant for
They estimated the minimum oxide thickness required forthinner gate dielectric. The direct tunneling current is ex-
optimal performance of CMOS logic circuits. pressed by Eqn. 4 [7, 2, 18].

Ntotal

Iprpy = 22;51" Prj 22 MOS, e NAND, P7i IpTi (2)



Table 1: Parameters used in the modeling of tunneling cur-

rent and propagation delay
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Supply voltage in Volt {)
Gate-to-source voltage W

Threshold voltage i’

Flat-band Voltage i/

\oltage across the gate oxidelif
\oltage across the polysilicon i
Body-to-source voltage iy
Saturation drain voltage i

Gate oxide direct tunneling current in
Saturation drain current id

Barrier height for the gate dielectric &V’
Fermi-level inV

Surface potential i’

Output load capacitance i

Gate capacitance if

Depletion charge density ifixigmb

Bulk mobility in &
Mobility degradation factor pev’
Electron saturation velocity if™
Proportionality constant with uni*
Physical constant modelling carrier
saturation velocity
Channel doping concentrations per
Polysilicon gate doping concentrations per
Substrate doping concentrations per
Intrinsic concentration in petc
Electrical equivalent oxide thicknesssimn
Channel length of MOSFET inm
Width of MOSFET innm
Permittivity of Si0, in £
Permittivity of Siin £
Electronic charge ii'oulomb
Planck’s constant in Joule-Seg ¢ s)
Temperature in Kelvink)
Boltzmann’s constant ig:
Rest mass of electron in Kilograni(g)
Constant for mass calculation,
0.19 for electron and 0.55 for hole
= k.,m,, Effective mass in kilogramK g)
Subthreshold slope factor
Transition time ins
Propagation delay in
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The voltage across the MOSFET gate dieledfi¢ is ex-
pressed as follows [19, 2].

WL V2 {_ 4y/2mess o' Tow
(4)

Vow = ‘/gs - Vfb - Q/)S - Vpoly (5)

The voltage across the polysilicon depletion regigp;, is
expressed as below [2].

2 2
Lo (6)

Vpoly 2q €si NpolyTon

We plug-in Egn. 6 in Egn. 5 and get a quadratic equation
in terms of variablé/,,. By solving this quadratic equation
we obtain the following expression fof,,.

2
1—2(Vfb+wS_Vgs)(7E oLy ) -1
4 €5i NpolyTow (7)

6201' 5
9 €5i NpolyTon

The flat-band voltagé/;, can be derived from MOSFET
capacitance-voltage (C-V) characteristics or using the ex-

. 2 . .
pressmn(qm’g:i"fm”). The Fermi-levebr is calculated

: [7, 20, 21]. It may be noted that
the effective values ofi’, L, may be different from origi-

nal values due to the depletion and needs to be taken into
consideration [17, 22].

Voa: =

as k?l ln Nchannel
q ng

3.2 Analytical Model for Propagation Delay

We now discuss the model that is going to be used for prop-
agation delay calculation of functional units of a datapath.
We calculate the critital path delay ofabit functional unit
using the above NAND gates as building blocks using the
following.

Tpapy = 21 0.5 (njan—inToaNnmos + Toapmos) (8)

Thenf.n—in is the effective fan-in factor and is calculated
for short channel devices with velocity saturation and strong
inversion as shown below [23, 24].

" . - 14 (2—\/5)(nsewes—1)vdssat
fan—in = Vaa+Vrn—0.5Vissat (9)
(1 Lo fotlngpncss )

Here, ng.rics 1S the number of series connected MOSFET
and surface potentiabs is assumed to be twice of Fermi-
level ¢ for strong inversion.




Now we present the transistor and logic level relationsgraph (DFG) is given to it. We will now introduce an algo-
for propagation delay. We consider the alpha-power law andithm for behavioral datapath scheduler based on heuristic
physical-alpha-power model and compute the propagationn [11] such that datapath operations can be assigned func-

delay of a MOSFET,,; as follows [17, 25, 26]. tional units of multiple oxide thicknesses.
- 0.5— Vad—Vrh

- geen )
Here,Ip 5440 IS the saturation drain current of the MOSFET ‘ Compilation
for Vs = V4. The saturation drain current is given by the 1
following equation [17]. \ Transformation \

1
— W Ves—Vrn )a Behavioral Scheduler |l Delay and Tunneling

Ipsar L (Vdd*VTh for l«— Current Estimator

(11) Tunneling Reduction
10C0oz Vis sato(Vad—Vrh—0.51Vas sato) L

140(Vye—Virr) 34 1 #0Vds sat Resource Allocation )
{146(Vys T})}{ AT (R (T cav and Binding Characterized
7 Cells

The transition time model is given in Eqn. 12 [17]. Datapath and
Control Generation

_  CprVgaq | 0.9 Vissato J Vaa—Vrn—0.51Vis saro
Tr = 15 os T

0.8V, { V. V; *

B dd dd— VTh

n 10Vias saro(Vaa—Vrn) 1 (12) Tunneling Optimized
Vdd(VddfvThfo‘Sans Sa,tO) RTL Deﬁcriptor

The constant modeling carrier saturation veloeitys cal-

culated as follows [17, 26]. Figure 1: Behavioral Synthesis Flow for Tunneling Current
Reduction
a = 1 ln{2VdsSato(Vdd,*VTh,*0~5"7VdsSato)} (13) . _ . o
n(2) Vs Sata (Vad—VTh—1VdsSata) The scheduling algorithm aims at minimizing the total

Here, Vs suro and Vis sur, are the saturation drain voltage direct tunneling current of the datapath circuit while main-
for V,, = Vg andV,, = (VdegVTh), respectively. The taining performance. The combined reduction of tunneling

saturation drain voltag®;, g, is given below [17, 26]. power dissipation and maintenance of execution time trans-
lates to reduction of the tunneling current-delay-product
Vissat = ”;—;L {140 (Vgs — Virn)} (CDP). Thus, the objective of the algorithm is to minimize
[\/1 G (Ve 1} (14)  the CDP while assigning a schedule for the DFG. Let us
Vaat LN{1+0(Vgs—Vrn)} assume N.— number of control steps;ry.— number of

resources active in any control step Then, the tunneling

The  mobilit degradation factor & is com-
y g current-delay-product can be calculated as follows.

puted as (L) and 7 is calculated as

2T oz Vnorm

- . _ . CDP = NeyNe somrve g ., 15
1+ 4‘12121:]({],5"_"‘/2T)2*’ , assuming strong inversion 7 2e=1 2r=1 “ IpTrRU(CT) (15)
[17, 26]. The mobility is calculated using the following Here, f is the operating frequency of the datapath circuit,
expression fieus/ {1 n ( QB paub )H (27, 21]. which is determined by the slowest functional unit. And,

Iprry(e,r) is the functional unit active in the control step
c. The inputs to the algorithm are an unscheduled DFG,
4 Behavioral Scheduler the resource constraints that include number of different re-
sources made of transistors of different oxide thickness. The
In this section we present an integrated behavioral synthealgorithm generates various outputs, such as scheduled DFG
sis flow in Fig. 1 that can generate RTL for circuits with with appropriate functional unit assignment to a datapath
optimized tunneling current. When the proposed behaviorabperation, estimates of current and delay.
scheduler is used alongwith the direct tunneling and propa- The behavioral scheduler takes in the datapath, specified
gation delay estimator, the system generates a circuit whiclas a sequencing data flow graph (DFG), which is a directed
dissipates minimal tunneling power. The delay-tunnelingacyclic DFG, as an input. While each vertex of the DFG
current estimator uses analytical models introduced in previrepresents an operation, each edge represents a dependency.
ous section and calculates the values for different functionalTlhe DFG does not support the hierarchical entities and the
units. It also calculates the total tunneling current and crit-conditional statements are handled using comparison opera-
ical path delay of the circuits when a scheduled data flowtion. Each vertex has attributes to specify the operation type.



From this input DFG alongwith the resource constraints de-stamped. Depending on the availability of the resources the
termines the resource constrained ASAP (as soon as posdime stamping for the vertices may change. The algorithm
ble) and ALAP (as late as possible) schedules. In the nexattempts all possible time steps for the off-critical path ver-
step it identifies the critical verticels. and the off-critical  tices. The algorithm identifies critical and off-critical path
verticesV,.. To begin with we consider the ASAP schedule vertices using a simple approach. The vertices with same
as the default schedule. At this point, for each critical vertexASAP and ALAP time stamps are the critical vertices which
V. we assign the largest gate oxide thickness multiplier unitare given more priority over off-critical.

and smallest gate oxide thickness adder-subtractor unit.

Find total number of FUs of all available thickness S Experlmental Results

from the DFG :G(V, E)
Get resource constrained as soon as possible schedule
Sasap and as late as possible schedSilg, 4p.
Find the vertices in critical path, and
off-critical pathV,,. (where, both//, andV,,. € V).
Assume abové 454 p Schedule as current schedule.
For eachv € V, assign largest thickneg§s, to
multiplication and smallest thickneg%; for add-sub.
For eachv € V,. of the current schedul§;
If vertex v is a multiplication then assign the
multiplier of highest available thickne§s;.

We characterized functional units, such as adder-subtractor
unit, and multiplier unit of 16-bit size. While the adder-
subtractor unit is a ripple carry unit and the multiplier is
an array multiplier [28]. The units were presented in the
form of NAND gates and characterized using the models
presented in the previous sections. We used the following
parameters for calculation with appropriate units as shown
in Table 1,K,, = 3.9, Vyq = 0.7, Vs = 0.7, Vpp, = 0.22,
‘/bs - O, Vfb - —10, ¢B - 315, leNMOS - 019,
kmpymos = 0.55, L = 4?% Wnmos = 180, VIIgPMOS =

. 360, Nehanner = 1.7 X 10°", Npory = 5.0 X 10™, Ngyp =
Else assign the adFjer-subFractor of 6.0 x 1016, T = 300, n; = 9.51:( i’og, e =29 % 10°,

lowest available thicknesg;, .

_ 6 _ _
Calculate CDP of the current scheddé Ps. . Vsat = 6.4 % 10°, prsubnaros = 750, AN pisubprros =

- i 250. Fig. 3 and 4 show the variation of direct tunneling
For each off-critical verteX/,.

current and propagation delay of the functional units as the
For each allowable control steps . - . .
. S : . oxide thickness changes. It is assumed that the probability
Assign multipliers of next higher thickness e A . .
i of logic “1” and logic “0” is same. While changing the ox-
or adder-subtractor of next lower thickness, . . ) .
. ide thickness the channel length of the transistor is changed
Find CDP of the DFG at each case. . . . . .
End For proportionately to avoid impact on its functionality [9].

Fix time stamp of the vertex with the FU
assignment for which CDP is minimum.
End For
End For 8oy \

s '

90

Figure 2: Behavioral Scheduler Heuristic 60r \

50

The scheduler algorithm heuristic is presented in Fig. 2.
The algorithm attempts to assign higher leaky FUs with
higher oxide thickness. This is in accordance with our con-
clusions from the analytical model where it is observed that

40 \

30 \

Direct Tunneling Current (1 A)—>

20 \

multiplier units dissipate much more tunneling current com- S

pared to adder-subtractor unit. At the same time it is ob- 10f Add/Sub T~ ~

served that adder-subtractor units have lesser delay com- o ‘ ‘ ‘ -
pared to the multipliers. Thus, the heuristic attempts to op- 13 14 15 16 17 18 19 2

Dielectric Thickness (nm) —>

erate the multiplier units of the highest thickness to reduce
the tunneling and at the same time adder-subtractor units of
lowest thickness to compensate the delay increase as mudfigure 3: Direct Tunneling Current Versus Oxide Thickness

as possible. The same assignment is carried out in case of

all potential off-critical paths and the CDP is calculated at The algorithm was implemented for experiments in the

each step. The CDP for the DFG is finally calculated andbehavioral synthesis framework proposed in [11] and tested
the FUs with the minimum CDP at each iteration are time with several behavioral level benchmark circuits for several



cuit. The quantities withST subscript represent the val-

2 ues for single oxide thickness and the multiple oxide thick-
e ness are shown with/T" subscript. We assume the mini-
6 -7 1 mal oxide thickness case wiff},,, of 1.4nm as the bas&T
i case. The reduction in tunneling current is calculated as,
’STI;% * 100%. It is observed that while the minimum
- reduction in the tunneling current §2.38%, the maximum
al _ - reduction is89.10%. The overall reduction for all bench-
marks over all constraints i&.02% in average.

We anticipate that the critical path delay is going to in-
crease due to the use of multiple dielectric as delay increases
with the increase in oxide thickness. The time penalty is

Tpdpyr—Tpa
calculated as;*4L—245T x 100%. We used two ways to

calculate the critic%lsf)ath delay of the circuit of the bench-
marks. In one method, we estimate the critical path delay
of the circuit and the sum of the delays of the vertices in the
longest path of the data flow graph, which are reported in the
results table. The time penalty is found to be in the range of
18.71 — 54.46% with an overall average df4.58%. In the

) ~second method we defined critical path delay as the product
constraints. However, we have presented the results in thi§f the number of control steps and the inverse of the operat-

section for selected benchmarks and constraints. A selecteﬁ:i,g frequency. In this method the maximum time penalty is
set of resource constraint is given in Table 2. These repys 197

resent the functional units of different thickness available e aiso carried out experiments using functional units of
to the behavioral scheduler. The sets of resource constraint, ee different oxide thickness. In this scenario the max-
were chosen so as to cover functional units consisting of difymum reduction is as high #90.23% with an average of
ferent oxide thickness. These are the representatives of vaiy 469, But, there is increase in the time penalty, which on
ious forms of the corresponding RTL representation. A se-5, average i$1.05%.

lected set of benchmarks used are as follows [29]: (i) Auto-

Regressive filter (ARF) (total 28 nodes, 16*, 12+, 40 edges),

(i) Band-Pass filter (BPF) (total 29 nodes, 10*, 10+, 9-, 40 .

edges), (iii) DCT filter (total 42 nodes, 13*, 29+, 68 edges), 6 Conclusions

(iv) Elliptic-Wave filter (EWF) (total 34 nodes, 8*, 26+, 53 : ) ) o

edges), (v) FIR filter (total 23 nodes, 8%, 15+, 32 edges), ang' ne direct tunneling current is a significant leakage compo-

(vi) HAL differential equation solver (total 11 nodes, 6%, 2+, nent and contributes to an appreciable portion of total power
2-, 1<, 16 edges) consumption of a CMOS nanometer circuits. In this paper

we presented a novel technique which utilizes functional

units of multiple gate oxide thickness as an attractive op-
Table 2: A Selected Resource Constraints used in our Extion for overall direct tunneling current reduction of a data-
periments path circuit. The functional unit selection is being implicitly
made during scheduling and we are in the process of eval-

Add/Sub

Propagation Delay (ns)—>

1 . . . . .
1.3 1.4 15 1.6 1.7 1.8 1.9 2
Dielectric Thickness (nm) —>

Figure 4: Propagation Delay Versus Oxide Thickness

Number of FUs of Different Oxide Thickne§3, uating impact on the area, capacitance and dynamic power.
Multiplier Adder-Subtractor No. A heuristic based approach is presented here for functional

L7nm | L4nm | 1.7nm | 1.4nm unit assignment. We are anticipating that use of more ad-
1 1 2 0 1 vanced optimization techniques may be further helpful. We
2 1 1 1 2 also need to incorporate methods to accurately estimate the
2 0 0 2 3 logic values for more accurate modeling of the tunneling
3 0 1 1 4 current and propagation delay. Finally, it is our goal in fu-

ture to expand on the work done for the tunneling current
and to develop a holistic step by step solution to the entire

The experimental results are presented for different conspectrum of power dissipation in the behavioral level. While

straints for two different oxide thicknesses in Table 3. The multiple oxide thickness is highly effective, use of multiple
results take into account the tunneling current and propadielectrics using high-K dielectric materials alongwith mul-
gation delay of functional units present in the datapath cir-tiple thickness will be explored in future.



Table 3: Direct Tunneling Current and Propagation Delay of different Benchmark Circuits

Benchmark| Resource Tunneling Current it A Critical Path Delay ims
Circuits | Constraints| IDTsr [ IDTyr | %Reduction | Tpagy | Tpayr | %Penalty
ARF 1 1360.53| 647.79 52.38 34.86 | 49.72 42.62

2 1360.53| 409.23 69.92 34.92 | 43.80 33.04

3 1360.53| 218.58 83.93 34.86 | 45.74 31.21

4 1360.53| 195.12 85.65 32.93 | 43.80 33.00

Average Reduction 72.97 Average Penalty 34.96

BPF 1 1073.06| 402.36 62.50 30.99 | 44.48 43.53
2 1073.06| 312.41 70.88 29.05 | 41.87 44.13

3 1073.06| 216.60 79.81 30.94 | 4051 30.71

4 1073.06| 169.67 84.18 29.05 | 41.87 44.13

Average Reduction 74.34 Average Penalty 40.62

DCT 1 1232.15| 205.58 83.31 52.29 | 70.65 35.11
2 1232.15| 222.19 81.96 52.29 | 69.97 33.81

3 1232.15| 304.32 75.30 52.29 | 68.61 31.21

4 1232.15| 222.19 81.96 52.29 | 69.97 33.81

Average Reduction 80.63 Average Penalty 33.48

EWF 1 811.92 88.43 89.10 4455 | 62.80 40.96
2 811.92 | 176.42 78.27 4455 | 58.15 30.52

3 811.92 | 240.95 70.32 44.55 | 54.07 21.36

4 811.92 | 176.42 78.27 4455 | 58.15 30.52

Average Reduction 79.00 Average Penalty 30.84

FIR 1 739.51 | 294.66 60.15 29.05 | 41.87 44.13
2 739.51 | 145.07 80.38 29.05 | 35.17 21.06

3 739.51 | 168.53 77.20 29.05 | 34.49 18.72

4 739.51 | 145.07 80.38 29.05 | 35.17 21.06

Average Reduction 74.52 Average Penalty 22.24

HAL 1 513.49 | 198.67 61.30 13.55 | 20.93 54.46
2 513.49 | 150.76 70.63 11.62 | 17.63 51.72

3 513.49 85.26 83.39 13.55 | 17.63 30.11

4 513.49 85.26 83.39 11.62 | 15.02 29.25

Average Reduction 74.67 Average Penalty 41.38

For all Benchmarks \ Average Reduction 76.02 Average Penalty 34.58
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