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ABSTRACT [4], genetic algorithms have been used for optimization

In designs for battery driven portable applications, the re  Of both average and peak power through simultaneous as-
duction of peak power, peak power differential, average signment and scheduling. ILP based scheduling and force
power and energy are equally important. In [1], a param- directed scheduling have been proposed in [5, 6] to mini-
eter called "cycle power profle function” is defned that Mize peak power under latency constaints. In [7], the au-
captures the above power parameters and a heuristic al- thors propose ILP based datapath scheduling schemes for
gorithm is proposed using multiple voltages and dynamic peak power minimization under resource constraints us-
clocking for its minimization. In this paper, we rede£ne the ing Multiple voltages, dynamic clocking and multicycling.
CPF, denoted as CPFMC for multiple voltages and mul- The authors in [8] propose the use of data monitor oper-
ticycling (MVMC). Then, we modify nonlinear CPFMC ations for reduction of peak power and peak power dif-
to facilitate its minimization using ILP through datapath ferential. However, these works do not consider the en-
scheduling. Experiments conducted for various high level €rgy minimization. In this work, we consider simulate-
synthesis bechmarks reveal signi€cant reductions in all NOus minimization of transient power, average power and
power parameters alongwith. energy using multiple voltage and multicycling.

2. CYCLE POWER PROFILE FUNCTION (CPFMC)

In this section, a parameter called cycle power pro£le func-
tion is introduced that captures peak power, peak power
1 INTRODUCTION differential, average power and mean cycle dif_ference
power of datapath circuit. The CPFMC characterizes the

With the increase in chip densities and clock frequencies, ransient power and its minimization using multiple volt-
the demand for design of low power integrated circuits has 89€s also results in minimization of energy. The datapath
increased and reliability has become a critical issue. Both S represented as a sequencing data sow graph (DFG). The
peak power and peak power differential drive the transient following notations are used in description :
characterstics of the CMOS circuit. Large current sow [ N : total number of control steps
due to high peak power causél drop in the power line, c sacontrolstepand < c < N
which leads to reduction of the supply voltage levels. High | p : power consumption in

current @ow can reduce reliability because of hot electron | p, : peak power consumption
effects and high current density. If the power dissipation | p : average power consumption

is large, then the heat generated out of the system is large.| p, : normalised average power

The Iarger% for larger peak power differential can cause DP, :difference power for cycle
power supply noise because of self inductance of power | ppP, : peak differential power

o

bS]

supply lines and can also cause crosstalk. The more the| DP  : mean of the difference powers

power auctuation lesser is the electrochemical conversion, | pp,, : normalised DP

hence shorter battery life. If the average power (or energy) | R, : number of resources active in step

consumption is high battery life time may reduce. Qie : switching activity of resourcé active inc
Several datapath scheduling algorithms have been pro- | v; . : operating voltage of resourégactive inc

posed that minimize energy or average power. But, there | ¢; . :load capacitance of resourgeactive inc

are few datapath scheduling techniques minimizing peak | f : clock frequency

power or peak power differential. The datapath schedul-
ing techniques, such as [2, 3] use multiple voltages for
minimization of energy, but not the transient power. In P = Zfi"l ai,cCi,CVfcf Q)

The power consumption for any stejis given by,



The peak power consumption of the DFG is the maximum
power consumption over all the control steps,

P, = max(Pc)vc = mazx (Zl 1i.cCi, cVQ f) (2)

Ve

The mean cycle poweH) that captures the average power
consumption of the datapath can be defned as,

= A XL = A T (S ancCiVES) @)
The normalised mean cycle powedt, is given as,

Ly
N c=1 Q=1
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c

ai,cCi,chcf

Py

(4)

The cycle power auctuatiorf{P ) for a control step is,
=|P- P, (5)

The maximum power auctuatiodXp,) is given by :
DP, = max(|P - PC|)VC (6)

The mean cycle difference poweb P) is the mean (aver-
age) of the cycle power auctuatiob ).

N N
DP:%ZC:IDPC:%ZC:1|P_PC| (7)
The normalised mean cycle difference power is,
‘DP’IL = g—i (8)

The cycle power pro£le function is de£ned as equally
weighted sum of normalized mean cycle power and nor-
malized mean cycle difference power as given below.

9)

From the Eqn. 9, we observe thatPFMC' is a non-
linear function due to the absolute function in the differ-
ential component and also due to its fractional form. Non-

DP
DP,

CPFMC =P, + DP,, = PL; +

linear optimization techniques need to be used for its op-

timum minimization, which are of large time and space
complexity . In this work, we aim at developing ILP-based
model for its minimization. In order to simplify the ILP-
based model, we modify th€ PFMC. We know, the
denominator parameters, equals tanaz(P.),, andthe
DP, equalstonaz(|P—F.|),, . Itis evidentthatP—P, |

is upper bounded b¥. for anyc, since|P — P,| is a mea-
sure of absolute deviation df. from meanP. Thus, we
conclude thatD P, is upper bounded by’,. We mod-
ify the CPF M C by substitutingD P, with P, and defne
CPFMC™ as follows :

CPFMC* = £ + 5F

=55 0)

]

The absence db P, in the denominator helps in reducing
the complexity of the ILP formulations in a greater extent.

3. ILPFORMULATIONSTO MINIMIZE CPFMC

In this section, we describe the ILP formulations for mod-
i£ed cycle power pro£le functio(P F'M C*) using mul-
tiple supply voltages and multicycling. In this scheme, the
functional units (FU) are operated at multiple supply volt-
ages and the lower operating voltage functional units are
scheduled in consecutive control steps. The following no-
tations are used to formulate an ILP based model :

0] : total number of operations in the DFG

0; : any operation, 1 <i <O

Fy : FU of typek operating at voltage

My, o : maximum number of, ,,

S; : ASAP time stamp for the operatian

E; : ALAP time stamp for the operationy

P(i,v, f) :power consumption afy, ,, used byo;

Yi v,lm : decision variable which takes the value
of 1 if operationo; usesfFy}, , and
scheduled in control steps— m

L., : latency for operatiow; using £y, ,,

(a) Objective Function: The objective is to minimize the
CPFMC™ of the whole DFG over all control steps. Us-
ing Egn. 10, 3 and 7, this can be represented as :

% Zivzl PC+% Ziv:1
Py

Minimize : |P=Pe| (11)

As discussed in the previous section, this objective func-
tion has the two types of non-linearities introduced be-
cause of the absolute function and the fractional form. The
fractional non-linearity [9] is removed by introducing the
denominators as a constraint; corresponding constraints
are known as "peak power constraints”. Then, the prob-
lem in Eqn. 11 tranforms to the one given below.

N N
LYY P+ £N, PP
Peak power constraints

Minimize :

Subjectto: (12)

This transformed problem has still the non-linearity in it
because of the absolute function. We remove the absolute
function non-linearity [9] by modifying the peak power
constraints which give rises to "modi£ed peak power con-
straints”. Thus, the problem in Eqn. 12 transforms to,

N N
% Zc:l PC + % Zc:l(P + PC) (13)
Modifed peak power constraints

Minimize :
Subjectto :
The "peak power constraint” and "modi£ed peak power

constraint” will be discussed in later part of the section.
Using the Eqgn. 3 the problem in Eqn. 13 is simplifed to :

(%) Zivﬂpc (14)

Modifed peak power constraints

Minimize :
Subjectto :

Using the decision variables the objective function became

Min: (%) > ZiEFk,v >0 Yiwd (4L —1) P60, f)
Subject to :Modif£ed peak power constraints

(15)

(b) Uniqueness ConstraintsThese constraints ensure that
every operatiom; is scheduled in appropriate control steps




within the mobility range §;, E;) with a particular sup- Step1l : Find ASAP/ALAP schedule of the UDFG.
ply voltage. When the operators are operating at high- | Step2 : Determine the mobility for each node.
est voltage, they are scheduled in one unique control step,| Step 3 : Modify mobility graph for multicycling.
whereas, when they are to be operated at lower voltages| Step 4 : Construct ILP formulations for the DFG
they need more than one clock cycle for completion. Thus, | Step 5 : Solve ILP formulations using LP-Solve.
for lower voltage the mobility is restricted. We represent | Step 6 : Obtain the scheduled DFG.

themasyi, 1 <i < O, Step 7 : Estimate the power, energy and delay.
i+Ei+1—-L; , The inputs to the algorithm are an unscheduled data
Do ZZS:JgE ok Yiol,(14Ls v—1) = 1 (16) P 9

aow graph (UDFG), the resource constraints, the allow-

(c) Precedence ConstraintsThese constraints guarantee 2PI€ voltage levels, delay of each resource, switching ca-
that for an operation;, all its predecessors are scheduled Pacitance of each resource, The resource constraint in-
in earlier control steps and its successors are scheduled iff'udes the number of ALUs and multipliers at different

later control steps. These constraints also take the multi-voltage levels. The scheduling algorithm determines the

cycling into consideration. These constraints are entbrce PrOPer time stamp for each operation, and voltage level
as\vi, j,0; € Pred, such that the functiod’ PFMC* is minimum.
b b b j,

> Z;E:’S(l +Liy—1) %Yy (+Lio—1) a7 5. RESULTSAND CONCLUSIONS
- ’ : <- . .

2o L2, VH Uit g1 S 71 The scheduling scheme is tested for the same benchmarks
using the same characterised datapath cells as in [7]. Fol-

(d) Resource Constraints These constraints ensure that : :
lowing are the notations used to express the results.

no control step needs; , more than availablel{} ,,) and

are enforced asw andvi,1 <[l < N, S : single voltage operation
MC : multiple voltages and multicycling
2ieFy, 21 Vi d (4 Liv—1) < My (18) Pyg, Py peak power consumption

) o ] Posy Pryre 2 minimum power consumption
(e) Peak Power Constraints To eliminate the fractional Ps, Parc - average power consumption

non-linearity these constraints are used. These contstrain Ty, Tare - critical path delay )
ensure that the maximum power consumption of the DFG Es., Exrc - total energy consumptiom())

does not exceeft, for any control step. We enforce these EDPs (= Eg # Ts) (10718.J5)
constraints as follows{l, 1 <[ < N, EDPyc (= Enic * Tae) (10718.75)
e CUU A N I v i
Ppg
(f) Modifed Peak Power ConstriantsTo eliminate the ADP : reduction in differential power
non-linearity introduced due to the absolute function, we ((Ppsfp"z;)f(_PI‘;MC;P’"MC) *100)
modify the above peak power constraints (as outlined in | A p  reduction inP T(n]gs;)PMC £ 100)
Eqn. 1310 15, [9]) toyl, 1 <1 < N, AE : reduction inE (7ESE%MC +100)
S

. (_ (EDPs—EDPpc)

¥ doieF, y 2ov Yiw (4L, —1) * P(i,0, f) (20) AEDP (= EDP * 100)

- ZiEFk,v 2o Yiwd (4 Li,—1) * Pi0, f) < P} The sets of resource constraints used are given below.

The P is amodi£ed peak constraint which is added to the | Multipliers ALUs

objective function and minimized alongwith it. 2 at3.3V andl at5.0V 1 at3.3V andl at5.0V
3at3.3V 1at3.3V andl at5.0V
2at3.3vV 2 at5.0v

4. SCHEDULING ALGORITHM 1at3.3V andl at5.0V  and ALUs1 at5.0V

2 at3.3Vv 1lat5.0vV

The target architecture model assumed by the scheduling
schemes is same as the one used in [3]. All functional = The experimental results for various benchmarks are
units have one register each and one multiplexor. Thereported in Table 1. The power / energy estimate include
register and the multiplexor operate at the same voltagethe power consumption of the overheads. It is assumed
level as that of the functional units. Level converters are that each resource has equal switching activityOdf.

used when a low-voltage functional unit is driving a high- From the experimental results it is evident that signi£cant
voltage functional unit. A controller decides which of the energy and power reduction could be achieved for all the
functional units are active in each control step and thosebenchmarks and resource constraints. There are no peak
that are not active are disabled using the multiplexors. Thepower reductions for resource constraint RC4 in case of
ILP based scheduling scheme using multiple voltage andEXP and ARF benchmarks. The scheduling scheme did
multicycling is outlined below. not degrade the performance of the datapath circuit proven



Table 1. Power, energy and EDP estimates for benchmarks

Bench- | R [ P, Pove | APy | Prns | Pmmc | ADP | Ps Puc | AP | Es | Emc | AE | AEDP

marks | C [ (mW) | (mW) (%) (mW) (mW) (%) (mW) | (mW) %) | (nJ) (nJ) (%) (%)

T 2 3 7 5 6 7 8 9 10 1 2 3 T4 5

I 793 569 | 282 2.0 14 282 40.7 276 | 320 | 6.7 42 | 376 | 168

@ 2| 793 518 | 34.6 2.0 14 34.8 40.7 264 | 351 6.7 29 | 559 | 412

E 3| 793 345 | 564 2.0 2.0 57.9 70.7 213 | 475 | 6.7 30 | 550 250

X 4 | 407 57.9 0 1.0 10 0 305 292 | 42 | 67 55 | 183 | 183

P 5| 793 356 | 55.1 10 10 55.8 305 213 | 300 | 6.7 30 | 550 | 437

Average Values 436 353 298 %4 29.0

T[] 803 74.2 76 1.0 10 7.7 40.3 303 | 248 | 112 | 62 | 442 | 331

@ 2 | 1189 | 518 | 564 10 0.4 56.4 405 291 | 281 | 112 | 49 | 564 | 477

F 3| 803 355 | 55.7 10 10 56.4 405 252 | 375 | 112 | 50 | 563 | 374

[ 4| 793 579 | 26.9 10 10 273 705 320 | 208 | 112 | 87 | 221 6.5

R 5| 803 355 | 55.7 1.0 1.0 56.4 405 252 | 375 | 112 | 50 | 553 | 374

Aver age Values 40.5 40.9 29.7 29.2 324

1] 803 74.2 76 2.0 15 78 60.7 367 | 395 | 135 | 84 | 37.8 6.6

@) 2 | 1199 | 522 | 564 2.0 15 56.9 60.7 350 | 423 | 135 | 60 | 555 | 332

H 3| 813 366 | 550 2.0 2.0 56.4 60.7 303 | 500 | 135 | 60 | 562 | 216

A 4 | 803 579 | 27.9 1.0 10 282 786 388 | 20.2 | 135 | 110 | 184 2.1

L 5| 803 355 | 55.7 10 10 56.4 786 265 | 453 | 135 | 60 | 552 | 283

Aver age Values 40.5 411 39.5 444 18.4

1] 1189 | 742 | 376 1.0 0.4 374 50.6 380 | 247 | 112 | 86 | 230 3.8

(4) 2 | 1189 | 522 | 560 1.0 0.4 56.0 50.6 291 | 425 | 112 | 49 | 564 | 346

[ 3| 803 345 | 570 10 10 57.7 405 221 | 455 | 112 | 50 | 5653 | 284

[ 4 | 803 579 | 27.9 10 1.0 282 405 283 | 300 | 112 | 87 | 221 6.5

R 5 | 803 355 | 55.7 10 10 56.4 705 221 | 453 | 112 | 50 | 553 | 642

Aver age Values 46.8 471 37.6 24 275

1] 407 350 | 13.9 1.0 0.4 1238 20.6 122 | 40.7 | 115 | 50 | 564 | 433

(5) 2 | 407 350 | 139 1.0 0.4 1238 20.6 122 | 40.7 | 115 | 50 | 564 | 433

A 3| 407 355 | 125 10 1.0 238 20.6 139 | 325 | 115 | 52 | 542 | 404

R 4 [ 407 57.9 0 10 1.0 0 20.6 143 | 306 | 115 | 64 | 433 | 7264

F 5 | 407 355 | 125 10 1.03 12.8 20.6 139 | 325 | 115 | 52 | 542 | 404

Aver age Values 10.6 10.2 35.4 529 38.7

Average over all benchmarks 36.4 349 34.4 42.7 29.2
by the fact that the power and energy reductions are ac-[5] W. T. Shiue, “High level synthesis for peak power

companied by the reductions in energy delay products.

The CPFMC* parameter defned and used in this

work essentially facilitates simultaneous optimizatidn o
energy and transient power using ILP formulations. The

datapath scheduling algorithms described are useful for[G]

synthesizing data intensive ASICs. To keep track of the
effect of scheduling algorithms on circuit performance,

we estimated the EDP for scheduled DFGs. The schedul- 7

ing algorithm do not consider exact switching activity for

power or energy estimations. The scheduling scheme need

to be extended to consider pipelined datapath.
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