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Too many router hopping increases network latency 
though use of routers decreases interconnect length

Long interconnects induce delays, parasitic 
effects, and make floor plan design very 

complex
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Hierarchical Structure that simplifies routing logic

Uniform hopping distance

Good choice to achieve a balance between interconnect 
length and router hopping, with increasing scalability
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ACHIEVEME

NTS

High Scalability

Simplified floor plan

Simplified routing 
logic

Significant 
reduction in 

network latency and 
hop count

KEY FEATURES OF PROPOSED 
DESIGN

A novel 
BFT based 

3D NoC
design 

called Split 
Tree 

Architectur
e.

BFTs are 
identified by 
three layers : 

core layer, 
root layer 

and, border 
layer.

New floor plan 
introduced 
instead of 

traditional H-
pattern design of 
BFTs to achieve 
overall design 

plan.

Routers are 
distributed across 
two layers to make 

the floor plan easier 
that gets high 

scalability. A new 
border layer 

introduced for 3D 
trafficking.

A core layer comprising four BFTs Root layer design for four BFTs

Border layer design for four BFTs Scalability of the design

Scalability

2D

Scalability can be increased starting 
from a single IP Block to any 

number of BFTs in a core layer

For inclusion of each BFT in a core 
layer, respective root and border 

routers are to be incorporated in the 
associated root and border layers 

3D

Buttery fat trees of a layer themselves 
are identified with a unit of three 

layers; the core layer, the root layer 
and the border layer. More such units 

can be incorporated to make the 
design vertically scalable

Performance metrics
Topologies Avg Latency Avg Acceptance Rate Avg Hop Count

Mesh 51-91 NIL 44

Torus 84-96 3-8 30

Butterfly 55-96 NIL NIL

Flattened Butterfly 48-96 4-7 NIL

SUMMARY OF COMPARATIVE IMPROVEMENTS (%) OF PROPOSED NOC OVER OTHER 
TOPOLOGIES FOR DIFFERENT PERFORMANCE METRICS

Conclusions and Future Works

 The proposed design overcomes network performance
degradation with increasing scalability.

 Because of the fact that, two core layers are not adjacent,
makes the design thermal efficient. Future work direction
will be thermal evaluation of the design
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