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Introduction 

A automated top-down design flow to 

achieve physical design of an AMS-SoC has 

always been very difficult. The design efforts 

have been further increased when the silicon 

is due to nanoscale CMOS. The various 

nanoscale effects, particularly, the process 

variation effects have profound effects on the 

performance of the performance of silicon 

versus the layout design. In this paper 

metamodels (aka surrogated models) and 

particle swarm optimization (PSO) have 

been combined in an automated physical 

design flow for fast design exploration of 

AMS-SoC. The neural network based non-

polynomial metamodels that handles large 

number of design parameters are used to 

predict the statistical process variation 

effects instead of the exhaustive Monte 

Carlo simulations over the circuit netlist. 

The statistical analysis over non-polynomial 

metamodels were as very fast while the error 

was only 0.7%. The PSO algorithm is used 

for optimization of the AMS-SoC 

components using their non-polynomial 

metamodels instead of the actual circuit. The 

PSO algorithm followed a two step 

approach: local and global. The physical 

design phase-locked loop (PLL) is 

considered as a case study circuit. The 

proposed design flow is approximately 5 

times faster while the error is under 2% 

compared to the Monte Carlo analysis. PLL circuit is characterized for 

Frequency, Power consumption, Locking 

time and horizontal jitter of the output 

signal.  

Optimization is conducted for: 

a) 

b) 

Optimization results are shown in Table 3. 
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Case Study Circuit 

The proposed approach has been used on a 

phase locked loop (PLL) designed in 180 

nm technology. The figure below shows 

PLL structure. 

Particle Swarm Optimization 

A metamodel is a mathematical formula 

that represents the circuit’s behavior within 

a given range of parameters and is derived 

from sampling points. 

The neural network metamodel considered 

has the form: 

 

 

 

 

 

 

 

 

 

 

 

 

A metamodel is created on a full RCLK 

(resistance, capacitance, self and mutual 

inductance) parasitic extracted netlist, for 

each figure of merit. 

This study is attempting to answer two 

main questions for mixed signal circuits: 

•How accurately can metamodels predict 

process variation behavior? 

•Can metamodels be used for optimization 

and account for process variation? 

Conclusion 

Neural Model Verification 

Schematic and then physical layout is 

created for the circuit. 

Comparison Results 

 

Extracted parasitic netlist is characterized 

with a wide range for 35 parameters. 

Parameters include device sizing, VDD 

variation, and process variation parameters 

s.a. threshold voltage and oxide thickness. 

200 training samples are used to create the 

neural model. 60 samples are used for 

verification.  

After successful training of the neural 

model thethe accuracy of neural model for 

process variation is checked by 

conducting Monte Carlo analysis of 1000 

points on physical netlist and neural 

model. 

 3

Particle Swarm optimization algorithm is 

used on the neural model to find optimal 

values that are process variation resilient. 

An error of under 2% has been observed 

in the models for process variation 

analysis for and standard deviation. Mc 

analysis for 1000 simulation points for 

PLL netlist took approximately 5 days in 

comparison to 1 day for 200 neural 

network training points. The speed up of 

approx. 5X is observed for using NN for 

optimization.  


