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Highlights of this Talk

Simultaneous use of multiple voltages and dynamic /
variable frequency

A framework for simultaneous minimization of Energy
and Transient Power through datapath scheduling
during behavioral synthesis.

The first ever secure JPEG encoder design

The first ever secure still digital camera design

A chip operating at two supply voltages and two
different frequencies.
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Why Low-Power Design/Synthesis ? ...ccc

Battery lifetime Cooling and energy costs

=yvstem reliability




Why Low-Power Design/Synthesis ? ........

* To reduce energy costs

* To increase battery life time

e To increase battery efficiency

e To maintain supply voltage levels

e To reduce power supply noise

e To reduce cross-talk and electromagnetic noise
e To use smaller heat sinks

 To make packaging cheaper

e To increase reliability

e To reduce use of natural resources




Low Power Design and Synthesis

Low Power Design: Involves designing of ICs using fully-
custom, semi-custom, standard-cell, or gate-array based approach
incorporating different low power features.

Low Power Synthesis: Automatic synthesis of ICs using
synthesis tools.

Synthesis 1s done at various levels of design abstraction, such as
high level synthesis, logic synthesis, layout synthesis, ... etc.

High-level synthesis advantages:
® Shorter design cycle
® Fewer errors
® The ability to search the design space
® Documenting the design process

® Availability of IC technology to more people



What is High-Level Synthesis ??
McFarland (1990)
“HLS 1s conversion or translation from an algorithmic

level specification of the behavior of a digital system to
a RT level structure that implements that behavior.”

[Analogous to "compiler” that translates high-level
language like C/Pascal to assembly language.]

NOTE: also known as Behavioral Synthesis.



Various Phases of Behavioral Synthesis

HDL
¥
Compilation *
Drata Flow Graph
¥
Transformation ~ |

Allocation / Binding

Output Generation

ETL Deszcripticn

Figure 1.4 Various Phases of High-Level Synthesis




Dynamic Power Consumption of a CMOS Circuit

B o= 5 © (Vg N F

CL = load capacitor, V , = supply voltage,

N = average number of transitions/clock cycle
= E(sw) =2 a, _, =switching activity

f = clock frequency

Note:

1. N*f1s transition density

2. CL*N (=C_, =C,y) 1s the effective switching capacitance



Why Dynamic Power Minimization ??

e Veendrick Observation: In a well designed circuit, short-circuit
power dissipation 1s less than 20% of the dynamic power
dissipation.

e Sylvester and Kaul: At larger switching activity the static
power 1s negligible compared to the dynamic power.

Figure 1.10.
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Dynamic Power Reduction: How ??

Reduce Supply Voltage (V,y): delay increases;
performance degradation

Reduce Clock Frequency (f): only power saving no
energy, performance degradation

Reduce Switching Activity (N or E(sw)): no switching no
power loss !!! Not in fully under designers control.
Switching activity depends on the logic function.
Temporal/and spatial correlations difficult to handle.

Reduce Physical Capacitance: done by reducing device
size reduces the current drive of the transistor making the
circuit slow



What is our approach ?

Adjust the frequency and reduce the supply
voltage 1n a co-coordinated manner to reduce
various forms dynamic power while maintaining
performance, through datapath scheduling during
behavioral synthesis.



Multiple Supply Voltages based Design

eDifferent functional units or modules of a integrated circuit are
operated at different supply voltages.

 [.evel converters are needed while integrating such modules.

F1, 3.3V
|||
Lewvel Level
Converter Converter ?
¥ f
FU, 5.0V FUO, 2.4¥

*Many design alterative are available 1n literature for design of level
converters.



Dynamic Frequency Clocking??

=— {_]ock Cycle 1 —

- Clock Cycle 2 —==— Clock Cycle 3 »‘ Slngle Frequency
fa] Clock Cycle 1 = Clock Cycleld = Clock Cycle 3

Clock Cycle 1
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base

cfl,

Dynamic Clocking Unit frase / Cfk

(DCU)

More details :

*Ranganathan, et.al.

DCU uses clock divider strategy *Byrnjolfson and Zilic



Digital Watermarking ?

2 Digital  watermarking 18
defined as a process of
embedding data (watermark)
into a multimedia object to
—w=memir] | help to protect the owner's
S right to that object.

*  What s 1he solwtion

o Types
l LT R | *Visible and Invisible
wamwsine_| | eSpatial, DCT and Wavelet
domain
eRobust and Fragile
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Digital Watermarking : Examples
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Watermarking: General Framework

» Encoder: Inserts the watermark into the host image

» Decoder: Decodes or extracts the watermark from
image

» Comparator: Verifies if extracted watermark matches
with the inserted one



The Watermarking Encoders Designed are :

e Spatial domain 1invisible-robust and invisible-fragile
watermarking encoder

e Spatial domain visible watermarking encoder

e DCT domain i1nvisible and visible watermarking
encoder (to operate at dual voltage and dual frequency)



Related Work: Scheduling using Multiple Voltages

**Johnson and Roy 1997 — MOVER algorithm, multiple
*»Chang and Pedram 1997 — dynamic programming

s Kumar and Bayoumi 1999 — variable voltage

*»Sarrafzadeh and Raje 1999 - geometric programming,
*»Shiue and Chakrabarti 2000 — list based scheduling
**Manzak and Chakrabarti 2002 - Lagrange multiplier method
¢ And many other works

These works :
e Do not handle variable frequency

e Only minimize average power or total energy

e Most of the cases, the time penalty and area penalty are high.




Related Work: Peak Power Reduction at Behavioral Level

»Martin and Knight 1996 — Simultaneous assignment and

scheduling
»Raghunathan, Ravi and Raghunathan 2001 - data

monitor operations in VHDL

»Shiue 2000 — ILP based and modified force direct
scheduling for peak power minimization

»Shiue and Chakrabarti 2000 - ILP model to minimize

peak power and area for single voltage
e Do not handle MV or DFC

e High time penalty

e Do not minimize other forms of power



Related Work: Variable Frequency

(JIshihara and Yasura 1998, Lee and Krishna 1999, and many
more: Propose a static/dynamic voltage scheduling  algorithm.
The voltage scheduler is a part of operating system that which
can adjust voltage and frequency, thus reducing average power.

(JHsu, Kremer, and Hsiao 2001, Azevedo, Issenin and Cornea
2002, and many more: propose a compilation process that
facilitates dynamic frequency and voltage scaling for energy
reduction.

(A Papachristou, Nourani and Spining 1999: propose a resource
allocation technology for low power design using multiple
frequency.




Related Work: Variable Frequency ....

(Benini, Macii, Poncino, and Michelli 1999: introduce variable-
latency units (called telescopic wunits) to 1mprove overall
performance.

(JBurd, Brodersen, and et. al. 1998-2001: propose variable
voltage (frequency) based system for low-power and high-
performance application.

(JRanganathan, Vijaykrishnan, and Bhavanishankar 1996:
introduce the concept of dynamic frequency clocking (DFC) and
use 1t 1n designing high-performance 1mage processing
architectures.




Hardware Systems for Digital Watermarking

e Strycker, Termont, et. al. 2000: Address the implementation of a
real-time watermark embedder and detector on a Trimedia TM-
1000 VLIW processor developed by Philips semiconductors.

e Mathai, Kundur and Sheikholeslami 2003: Present hardware
implementation of the above video watermarking algorithm
using 0.18 micron technology.

e Tsai and Lu 2001: Present a DCT domain invisible
watermarking chip and propose a JPEG architecture
incorporating the watermarking module in 1t. The chip 1s
implemented using 0.35 micron technology.

e Garimella, et. al. 2003: propose an watermarking VLSI
architecture for invisible-fragile watermarking in spatial domain
and implement 1s using 0.13 micron technology.




Target Architecture: For Scheduling Scheme

coool OO0 O

FU, 3.3V
P No
Level Level
| Converter Converter
||| |||
FU, 5.0¥ FU, 2.4¥

Level converters are used when a low-voltage functional unit 1s driving a

high-voltage functional unit.

Each functional unit has one

register and one multiplexer.

The register and the multiplexor operate at the same voltage level as that of

the functional units.

Operational delay of a FU @ (dgy + dyjyy + dreg + deony)-

Time for voltage conversion

equals to time for frequency change.

Controller has a storage unit to store the cycle frequency index (cfi.).
Datapath is represented as a sequencing DFG.
Operating frequencies are calculated from the delays.



A Framework for Simultaneous
Minimization



CPF Minimization
(Different Power and Energy Parameters)

A1m at simultaneous minimization of:

*Average Power
*Peak power
*Cycle difference power

*Peak power differential

*Total Energy

NOTE: The peak power, the cycle difference power,
and the peak power differential drive the transient
characteristic of a CMOS circuit.




CPF Minimization: Power Definitions

Cycle Power (P_.): power consumption of any control step.

Peak Power (P, ): maximum power consumption of any control
step 1.e. maximum (P,).

Mean Cycle Power (P): mean of the cycle powers (an estimate for
the average power consumption of a DFG).

Cycle Difference Power (DP,): quantifies variation of power
consumption of a cycle ¢ from the mean /average power
consumption. This determines the power profile of a DFG over
all the control steps.

Peak power differential (DP,,): the maximum of the cycle
difference power for any control step.

Mean Cycle Difference Power (DP): mean of the cycle difference
powers (a measure of overall power fluctuation)



CPF Minimization: Cycle Power Function

e We Define: A new parameter called “cycle power function”
(CPF) as an equally weighted sum of the normalized mean cycle
power and the normalized mean cycle difference power.

e We claim: The minimization of CPF using multiple supply
voltages and dynamic frequency clocking (MVDFC), and
multiple supply voltages and multicycling (MVMC) under
resource constraints will lead to the reduction of energy and all
different forms of power.



CPF Minimization: Power Models

(Notations Needed)

Table 6.1. List of notataions and termunology used in CPF modeling

N
)
i
0

F,

I::]:ur.r:k

P
P:r.;.r_a-ru.l.
DP,
Dpj‘h-u.ﬂr
DFP

DF‘?r{JTTrL

CPF
FU,
FU,
FU;,
R,

i EJ:1||':
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i
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. total number of control steps in the DFG

- total mumber of operations in the DFG

- a control step or a clock cycle i the DFG

. any operation ¢, where 1 < ¢ < (),

- the total power consumption of all finctional umts active m control step ¢
(cycle power consumption)

- peak power consumption for the DFG equal to rmax( P )y,

- mean power consumption of the DFG (average P, over all control steps)
- normalised mean power consumption of the DFG

- cvele difference power (for cvele o a measure of cyvele power fluctuation)
. peak differential power consumption for the DFG equal to snaxz(DP )y,
- mean of the cycle difference powers for all control steps in DFG

- normalised mean of the mean difference powers for all steps in DFG

. cvele power function

- any functional umt of type k operating at voltage level v

. any functional unit FUy , needed by o; for 1ts execution (0; € FUy ,,)

- any functional umt FIJ; actrve i control step ¢

- total mumber of functional units active n step ¢

{s:une as the number of operations scheduled 1 ¢)

- switching activity of resource FIU;

. operating voltage of resource FU;

. load capacitance of resource FU; .

- frequency of control step ¢



CPF Minimization: Power Model ...

d The power consumption for any control step c is given by,

P, = Zi={1—>Rc} @ Ci,c Vzi,c f,

1 The peak power consumption of the DFG is the maximum
power consumption over all the control steps,

P e = Max (Pe)emqiny = max( Zi={1—>Rc} ;¢ Ci,c Vzi,c f. )e={15N]}

1 Average power is characterized as mean cycle power (P,) :

P =1/N(Lepi—ny Po) = N Qo Zici—re %ie Cie Ve fo)

NOTE: The true average power is the energy consumption per
cycle/second. The above P is an estimate of it.



CPF Minimization: Power Models ...

Background Material

For a set of n observations, Xx,, X,, X3, .....X,, from a given

distribution, the sample mean (which is an unbiased estimator
for the population mean, p)is m= 1/n 2, x..

The absolute deviation of these observations 1s defined as Ax. =
IX.-ml.

The mean deviation of the observations is given by MD = 1/n

We model the cycle difference power DP_, as the absolute
deviation of cycle power Pc from the mean cycle power P.

Similarly, the mean difference power DP 1s modeled as mean
deviation of the cycle power P..



CPF Minimization: Power Models ...

eNormalized mean cycle power (P ) 1s defined as :

norm

= mean cycle power consumption over all control steps /

maximum power consumption 1n any control step
= Mean (P, ) / Maximum ( P, )
=P/ Ppeak

 Normalized mean cycle difference power (DP___ ) 1s defined as :

norm

= mean cycle difference power over all control steps /

maximum cycle difference power for any control step
= Mean (DP,) / Maximum (DP )
=DP/DP

peak



CPF Minimization: Power Models ...

Cycle power function is defined as :

CPF=P. _+DP (1)

norm norm

In terms of peak cycle power and peak cycle difference
power,

.’vgi‘;ﬂ Ly |P-F | (2)

TR nr _
CPF = L+ pr -

af

Using the switching capacitance, voltage and frequency,

N Re . 1 N T R R T
opp = A T et b Lom (4 Sl (L cvetieViute) -l aueCreViefe]

i p Ro ;
TIAT (Z{:1 i cCi e L*fcfc)w mu.r( E.—l (z lf.'r eCi e V; r2 " Je ) Ziil icCic ’-ii- o




CPF Minimization: Scheduling Algorithm
Input: Unscheduled data flow graph,

resource constraint,

allowable voltage levels,

number of allowable frequencies,
load capacitance of each resource,

delay of each functional units

Output: Scheduled data flow graph, base frequency,

cycle frequency index, operating voltage for
each operation



CPF Minimization: Scheduling Algorithm ...

Step 1 : Calculate the switching activity at the each node through
behavioral simulation of the DFG.

Step 2 : Construct a LUT of effective switching capacitance.

Step 3 : Find ASAP and ALAP schedules of the UDFG.

Step 4 : Determine the number of multipliers and ALUs at different
operating voltages.

Step S5 : Modify both ASAP and ALAP schedules obtained in Step 1
using the number of resources found in Step 2.

Step 6 : No. of control steps = Max (ASAP steps, ALAP steps).

Step 7 : Find the vertices having non-zero mobility and vertices
with zero mobility.

Step 8 : Use the CPF-Scheduler-Heuristics to assign the time stamp
and operating voltage for the vertices, and the cycle
frequencies such that CPF and time penalty are minimum
(measures as Tp/Ty)

Step 10 : Calculate power, energy and frequency details.




CPF Minimization: CPF-Scheduler Heuristic

(01) initialize CurrentSchedule as ASAPSchedule ;

(02) while( all mobile vertices are not time stamped ) do

(03) for the CurrentSchedule

(04) if (v, 1s a multiplication ) then find the lowest available voltage for multipliers;
(05) if (v, is add/sub) then find the highest available operating voltage for ALUs;
(06) find CurrentCPF+R for CurrentSchedule; Maximum = - o0 ;

(07) for each mobile vertex v,

(08) ¢, = CurrentSchedule[v ]; ¢, = ALAPSchedule[v,];

(09) for ¢ = ¢, to ¢, in steps of 1

(10) find a TempSchedule by adjusting CurrentSchedule where v, is scheduled in ¢ ;

(11) find next higher operating voltage for multiplication vertex (next lower for
ALU operation) for the TempSchedule ;

(12) find TempCPF+R for TempSchedule ; Difference = Current -Temp

13) If (Difference > Maximum) then Maximum = Difference; CurrentVertex = v. ;

CurrentCycle = ¢ ; CurrentVoltage = Operating voltage of v,

(14) adjust CurrentSchedule to accommodate v; in ¢ operating at voltage assigned above ;



CPF Minimization:
CPF-Scheduler Heuristic Explanations

>

The heuristic 1s used to find proper time stamp, operating

voltage for mobile vertices such that the CPF+R| 1s minimum
for whole DFG.

Initially assumes the modified ASAP schedule (with relaxed
voltage resource constrained) as the current schedule.

The CurrentCPF+R; value for the current schedule is
calculated.

The heuristic finds CPF values (TempCPF+R,) for each
allowable control step of each mobile vertices and for each
available operating voltages.

The heuristic fixes the time step, operating voltage and hence
cycle tfrequency for which CPF+R; 18 minimum.

NOTE: The worst case running time of the heuristic is O(t_IVI3).




CPF Minimization: Experimental Results
(Benchmarks and Resource Constraints used)

. Auto-Regressive filter (ARF) (28 nodes, 16*, 12+, 40 edges).
. Band-Pass filter (BPF) (29 nodes, 10*, 10+, 9-, 40 edges).

. DCT filter (42 nodes, 13%*, 29+, 68 edges).

. Elliptic-Wave filter (EWF) (34 nodes, 8*, 26+, 53 edges).

. HAL diff. eqn. solver (11 nodes, 6*, 2+, 2-, 1<, 16 edges).

. Number of multipliers: 1 at 2.4V; Number of ALUs: 1 at 3.3V
. Number of multipliers: 2 at 2.4V; Number of ALUs: 1 at 3.3V

. Number of multipliers: 2 at 2.4V; Number of ALUs: 1 at 2.4V
and 1 at 3.3V

4. Number of multipliers: 1 at 2.4V and 1 at 3.3V ;
Number of ALUs: 1 at2.4V and 1 at 3.3V

1
2
3
4
5. FIR filter (23 nodes, 8%, 15+, 32 edges).
6
1
2
3




CPF Minimization: Experimental Results
(Notations used)

Table 6.2. Notations used to Express the Results

Eg . total energy consumption assuming single frequency and single supply voltage
Ep : total energy consumption for dynamic clocking and multiple supply voltage
Py : peak power consumption for single frequency and single supply voltage
Py, :peak power consumption for dynamic clocking and multiple supply voltage
Pr¢  : minmmum power consumption for single frequency and single supply voltage
P p : mmnmum power consumption for dynamic clocking and multiple supply voltage
Tg © execution time assuming single frequency
Tp : execution time assuming dynamic frequency
AFE  : total energy reduction = %
. Eg/T En /T,
AP . average power reduction = s/ {ﬁ; fl,:rq?’f D)
| p_p (Es/T:
AP,  :peak power reduction = =55
Bs

j ' . " (Ppg—Pms)=(Pop—Py
ADP : differential power reduction = (Pog—Pms)=(Pop—Famp)
':F R PmS:'

Rr © time ratio = %
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CPF Minimization: Experimental Results

k)

r

X %

H O g

tT

T 11

R F Py F D P, ma mD
C | (mW) | (mW) | ) | (mW) | (mW)]| (%) {%} 1:]
1| 9.30 283 | 69.60 | 0.26 0.52 | 74.50 1.6
A2 1833 477 | 7396 | 0.26 0.52 | 7647 63.3{} 4?.5x 1.4
R | 3| 1859 | 484 | 7396 | 0.26 0.52 | 76.44 | 71.72 | 49.87 1.5
F |4 18359 7.26 | 6096 | 0.26 0.52 | 63.25 | 59.10 | 29.49 1.5
1 0.30 2.45 73.62 0.26 0.52 785.64 | 65.80 | 46.69 1.3
B |2 18.33 4.20 77.10 0.26 1.67 86.03 | 58.81 | 46.69 71 1.2
P |3 18.59 4.84 73.96 0.52 0.97 78.59 | 71.09 | 48.61 9 114
F | 4 18.59 7.33 60.60 0.52 0.97 64.84 | 64.01 | 32.02 | 9 1.4
1 .30 2.83 69.60 0.26 0.52 74.50 | 5090 [ 4244 | 290 | 1.1
2 0.30 2.83 69.60 0.26 0.52 74.50 | 5090 | 4244 | 29 | 1.1
3 18.59 4.54 73.96 0.26 0.40 T5.75 | 67.70 | 4293 |15 (14
4 158.59 7.61 59.05 0.26 0.40 60.63 | 65.19 | 3849 | 15 | 14
1 9.30 2.45 73.62 0.26 0.52 78.64 | 41.17 | 4445 | 27 | 09
2 18.07 4.07 77.49 0.26 0.52 80.09 | 3749 | 4445 | 27 | 09
3 18.07 4.07 77.49 0.26 0.40 79.38 | 5789 (4475 |16 | 1.2
4 18.07 6.55 63.75 0.26 0.40 65.49 | 53.10 | 3845 | 16 | 1.2
1 9.30 2.74 70.52 0.26 0.52 75.45 [ 58.54 | 46.11 |15 | 1.3
2 9.30 2.74 70.52 0.26 0.52 75.45 [ 58.54 | 46.11 |15 | 1.3
3 18.59 4.77 74.32 0.26 0.40 76.12 | 51.21 | 46.77 | 11 | 1.0
4 18.59 7.04 62.15 0.24 0.40 63.77 | 40,69 | 2721 |11 [ 1.2
Average values 70.52 75.04 | 59.59 | 43.29 1.3




CPF Minimization: Power Profiles for RC2
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Figure 6.4. Cycle power consumptions for resource constraint RC2
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Figure 6.5. Cycle power consumptions for resource constraint RC3



CPF Scheduler Vs Proposed Scheduling
Algorithms Available in the Literature

Works Energy savings | Time penalty Transient power, efc.
Change and Pedram [15] | 40% on average | 50% on average | Not addressed
Shive and Chakrabarti [20] | 56% on average | 50% on average | Not addressed
Johnson and Rov [14] 16 — 58% 0% on average | Not addressed
Johnson and Roy [13] 0 - 50% Not available Not addressed

This work

44% 1 average

J0% on average

0% reduction i peak

75% reduction 1n differntial

From the above table it 1s evident that our scheme has less time
penalty compared to other popular energy minimization works.
Additionally, we have appreciable reductions 1n transient powers,
which the above mentioned works do not address.



ILP-based Framework for
Simultaneous Minimization




CPF" Minimization

e Aim: To provide ILP-based minimization for the CPF
defined before.

e Two different design options: MVDFC and MVMC
e Observations about CPF:

e CPF is a non-linear function.
DP and DP

* The absolute function in the numerator contributes to the nonlinearity.

e A function of four parameters, such as, P, P

peak> peak*

e The complex behavior of the function is also contributed by the two

different denominator parameters, P ., and DP .

e Non-linear programming may be more suitable, but will be
large space and time complexity. We are addressing linear
programming of the non-linear function.



CPF" Minimization
(Linear Modeling of Nonlinearity)

General LP Formulations involving Absolute
e General form of this type of programming;:

Mininuze - > lvil
Subject to Hl"‘ZJ ai; + 25 < by, Viand z; > 0, Y

(1)

e Let y. be expressed as, y, = yl. — y?2, difference of two non-
negative variables.

e After algebraic manipulations using these new variables we have
the following model.

Mininmze - Syl Ll
Subjectto : y! —y? + Ej ai; * & =< b, Vi
x; =0, Viandyl.yF >0, Vi

(2)




CPF" Minimization

(Linear Modeling of Nonlinearity ...)

General LP Formulations involving Fraction

e General form of this type of programming;:

... Zj' Cq * 'T,.'
Minimize - —
Zj dj * Iy
Subject to - Zaﬁ #T; < by, VWi, x; >0, Vj
k]

(1)

* Assume two new variables, z, = 1/(dy+2,d;x;) and X, = 7, /z,,

e Using the new variables the formulation becomes.

Minimmaze

Subject to -

coo* 2Zp + E Cj * Zj
i)

E ag; % z; — by xzp < by, Wi
]

zdj*z,?._i_dc'*gﬂ: 1? 2o zj E Dg \;"rj

A

(2)

e Once the new formulation 1s solved substitute Z, =

the result for X;.

X; * z,to get




CPF" Minimization
(Linear Modeling of Nonlinearity ...)

What we learnt from the previous slides ??

e The objective function CPF has both types of
nonlinearities.

e In case of a fraction: remove the denominator and
introduce as constraints.

e [n case of absolute: change difference in objective
function to sum and introduce the difference as

constraints.



CPF" Minimization
(Modified Cycle Power Function)

The CPF has two different denominators which may lead to
increase 1n number of constraints and hence the overall
solution space.

We assume that [P-P_| 1s upper bounded by P, for all c, since
IP-P_| 1s a measure of the mean difference error of P.. So,
instead of normalizing DP with DP ., we will normalize it
with P, This reduces the number of denominator to one.

We have the following Modified Cycle Power Function which
1s the objective function for the ILP formulation.

CPF* =

P + bp _ P+ DP _ N et Pe+ & Lo [P — P
Pp.ﬂ-n& Ppmk Pj':lFrlk Ppn—?ﬂ-‘:

. N E¢ i 21—1 'H("l iVE ffv ~N Z{;_ ( N Z:_l (211 ﬂi,::ci.,::‘?fq;.lrt) o Efzrl &Lt:ﬂi,l:];’;ﬁ:fc:

)

= +
e -
maz (Zi._:l &,-:i;(?;-m.liln.fﬂ)w maxr (Ef: L ;. Ci V2 _.I"(.-) )
[ =




CPF" Minimization: ILP Formulation (Notations)

*M, , : maximum number of functional units of type F, |
®S. : as soon as possible time stamp for the operation o,
®L. : as late as possible time stamp for the operation o,
*P(C

®x. .. ¢: decision variable, which takes the value of 1 if operation o,

Lc,v,f°

18 scheduled in control step ¢ using F, , and ¢ has frequency f

v,t) : power consumption of any F, used by operation o;

SW1°

®V.v1m - decision variable which takes the value of 1 if operation oi
1s using the functional unit F,  and scheduled in control steps 1—m

®L, , : latency for operation o; using resource operating at voltage v
(in terms of number of clock cycles)

NOTE: The effective switching capacitance is a function of the average switching
activity at the input operands of a functional unit and C_ is a measure of

effective switching capacitance FU.. aiCi = Cow;loy’ s ")



CPF" Minimization: ILP Formulation

MVDEC Design Scenario

*Objective Function: Minimize the CPF" for the whole DFG over all the control
steps. Using the previous expressions we have,

N Pt o [P =P (1)
. . P;r:l-ﬂ':eﬁ'
The denominator 1s removed and introduced as a constraint.

hainimize -

T L N
Mimimize : . Z P, 4 N Z | P — F.
=1 c=1 (2)

Subject to :  Peak power constramnts

The absolute is replaced with sum and the appropriate constraints.

- 1 1
Munimmize - Fo (E_J F. + w (-E_J{P + P.)

Sulyect to - DModified peak power constraints (3)

After simplification,

n
hnnimze - (h—_) Z .

c=1
Sulyect to -  Modified peak power constraints (4)
Using decision variables,
S 3 ,
Minimize - Z E ZZIE,:-,E'J* (T) * P(Copiv, f) (5)

LA 1= F“.‘.'ll v ,ir
Subject to : Modified peak power constraimnts



CPF" Minimization: ILP Formulation (MVDFC)

Uniqueness Constraints : ensure that every operation o, 1S

scheduled to one unique control step and represented as,
V1, 12120, 2 X 2 X, . ¢= 1

1,C,V,

Precedence Constraints : guarantee that for an operation o, , all its
predecessors are scheduled in an earlier control step and its

successors are scheduled in an later control step and are; Vi,j,

CVf

Resource Constraints : make sure that no control step contains

more than F, | operations of type k operating at voltage v and are
enforced as, Vc 1<c<N and Vv, X 26 X v f SMy

{ieFg v} 1,c,v,f

Frequency Constraints : lower operating voltage functional unit
can not be scheduled in a higher frequency control step; these
constraints are expressed as,

V1, 1510, Vc, 1<C<N if f < v, then x. = 0.

Le,v,f



CPF" Minimization: ILP Formulation (MVDFC)

® Peak Power Constraints : introduced to eliminate the fractional
non-linearity of the objective function and are enforced as, for all
c, I<=c<=N,

Z ZZJ:L":"'J ¥ P{{;T,.m_-i._'r.l._ .” ':_: Pﬂ-ﬁ'rlk

el . v i

® Modified Peak Power Constraints : To eliminate the non-linearity
introduced due to the absolute function introduced as, for all c,
I<=c<=N,

%E Z EZ"’:l!-,r::t':J'*P(ﬂmn:'rt'.*.”_ E ZZJ:"~’F:L':J'*Pf{jﬁ““f?ﬂ-‘-” S P?‘;f‘--!hrf
- f

¢ €F, v i€Fy v f

NOTE: The unknowns P__, and P*__ . is added to the objective
function and minimized alongwith it.




CPF" Minimization: ILP Formulation

MVMC Design Scenario

Objective Function: Following the same steps as in the MVDFC
case 1n terms of decision variables we write,

L 3
Minimize - z Z ZT}H ST+ Ly (E)P{E— gy Vs L“j

[ €Fp. v

Subjectto: Modified peak power constramnts

Uniqueness Constraints: ensure that every operation o, 1is
scheduled to appropriate control steps within the range (S, E.) and
represented as, V 1, 1=1=0,

sz{lzsi —(Si+E+1-Liy)} Yiv,L(+Li y-1) = 1
Precedence Constraints : guarantee that for an operation o, , all its

predecessors are scheduled in an earlier control step and its

successors are scheduled in an later control step; V 1,j, o, belong
to Pred(o,),

ZVZ]{ 1=S; — Ei}(1+Li,V- 1 )Yi,V,l,(l+Li,V—1)_2V2{1=Sj — E; }IYj,V,l,(l+Lj’V—1)S- 1



CPF" Minimization: ILP Formulation (MVMC)

* Resource Constraints : make sure that no control step contains
more than F,  operations of type k operating at voltage v and
are enforced as,

)

Z{ist,V}Zl Yiv (4L y-1) SMk,v
s Peak Power Constraints : introduced to eliminate the fractional

non-linearity of the objective function and are enforced as, for
all c, I<=1<=N,

Z ZTJ;':F,I,U+L4_,,—J] £ P :.-ai-:.-;':-“r.rc-!-fr} < Poeak
iEF . 1

*  Modified Peak Power Constraints : To eliminate the non-

linearity introduced due to the absolute function introduced as,

L)

for all C, I<=1<= N, % Z Z Z?Ji,a-,h[!—l-i-,-_u—lj * P{Coii v, fean)

i €Fp,. v

- L]
- E E :yi,tl:LH+L;,,_.—ll- *P{f:wn-f:.ﬂ:.fc_{k} = -'r;:-r?rxk

i':-Fk.u t




CPF" Minimization: Scheduling Algorithm

Step 1: Construct a look up table for (effective switching capacitance,
average switching activity) pairs.

Step 2: Calculate the switching activities at the inputs of each node
through behavioral simulation of the DFG.

Step 3: Find ASAP schedule for the UDFG.

Step 4: Find ALAP schedule for the UDFG.

Step 5: Determine the mobility graph of each node.
Step 6: Modity the mobility graph for MVMC.

Step 7: Model the ILP formulations of the DFG for MVDFC or MVMC
scheme using AMPL.

Step 8: Solve the ILP formulations using LP-Solve.
Step 9: Find the scheduled DFG.

Step 10: Determine the cycle frequencies, cycle frequency index and base
frequency for MVDFC scheme.

Step 11: Estimate power and energy consumptions of the scheduled DFG.




CPF" Minimization: Experimental Results
(Benchmarks and Resource Constraints used)
1. Example circuit (EXP) (8 nodes, 3*, 3+, 9 edges)
2. FIR filter (11 nodes, 5*, 4+, 19 edges)
3.1IR filter (11 nodes, 5*, 4+, 19 edges)
4. HAL differential eqn. solver (13 nodes, 6*, 2+, 2-, 1 <, 16 edges)
5. Auto-Regressive filter (ARF) (15 nodes, 5*, 8+, 19 edges )

Multipliers ALUs Serial No
2.4V 3.3V 2.4V 33V
2 1 1 1 RC1
3 0 1 1 RC2
2 0 0 2 RC3
1 1 0 1 RC4




CPF’ Minimization: Experimental Results ...

: 1

: 1

! 1

K Pju;r; Pjuﬂ &Fp -Fm‘:‘ PmD ADP Ps Pp AP Es Ep AFE

C| mW | mW % mW | mW Yo mW | mW gl nd | nd Y
E |1 | 1728 | 45 | 7361 | 046 033 7497 | 887 | 242 | 7202 | 296 | 157 | 4638
X |2 (1728 | 456 | 7361 | 046 035 7407 | 887 | 242 | 7272 | 296 | 157 | 468
P 3] 1728 45 | /361 | 046 LY 824 | 887 | 261 [ 7057 | 296 | 16 | 460
F {11751 | 462 | 71362 | 023 0.12 7306 | 882 | 235 | 7336 | 490 | 2 47.20
[ |2 ] 2592 ] 684 [ /361 | 023 0.12 A84 | 882 | 236 [ /34 49 | 2 1720
R{ 3 [ 1/50 ] 46/ | 333 | 023 045 1358 | 88l 25 /166 | 49 | 2 15.2]
H| 1 |[1751 | 462 | 71362 | 046 035 7406 | 1325 | 335 | 71321 | 50 | 312 | 470
Al 2 | 2015 ] 680 [ /361 | 046 .33 450 | 1325 ) 355 | A1 ) 58 | Al | 470
L {31774 478 | 7305 | 046 0.0 7607 | 1325 | 373 | 7185 | 590 | 317 | 462
[ |1 |2502 | 888 | 6574 | 023 0.12 05.9 1103 | 35 | 6836 | 49 | 305 | 377
[ |2 2502 68 | 7361 | 023 0.12 7384 | 1103 | 208 | 7208 | 49 | 246 | 4796
R[ 3 [ 1/50 ] 46/ | 334 | 023 IES 1358 | B8 | 237 | 086 | 49 | 164 | 4602
A1 | 887 | 23 | 713682 | 023 0.12 141 4.5 122 | 7120 | 50 | 264 | 472
R[ 2] 887 | 234 | 1362 | 023 0.12 41 4.5 1221 729 | 50 | 264 | 472
F [ 3] 887 | 230 | 305 | 023 0.43 /1.0 4.3 14 oal | 30 | 274 | 453
Average Data |73 5 i 46




CPF’ Minimization: Experimental Results ...
MVDFC Vs MVYMC % Reduction

Power MVDFEC MVMC
Peak Power 71.70 26.44
Peak Power 74.0 26.73
Differential

Average Power 70.82 22.52
Energy 44.36 39.05

Energy Delay 17.31 17.99
Product




CPF" Minimization: Power Profile for RC2
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Figure 7.8. Power profile for benchmark for resource constraint RC2



CPF" Minimization: Power Profile for RC3
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Figure 7.9. Power profile for benchmark for resource constraint RC3



Watermarking Chip Design

1. Architecture and implementation of spatial
invisible

2. Architecture and implementation of spatial visible

3. Architecture and Implementation of DCT invisible
and visible (dual voltage and dual frequency
operation)



Secure JPEG Encoder (Spatial Vs DCT)

Input
Image

Encoder Model

Watermark

I
1
1
1
I -
1 1
Insertion A > Quantizer F— :>' Compresse
Module f} et ! : Image
1 Encoder =
1
1
1

v

B I = = El= ===l == = e == = = == = = = = = = = = m e = = = = = = = = = === =1
Watermark Quantization . i
Table Spatial Domain
. __FocoderModel ' b
| | 1 |
|
I Watermark E E Entropy E
Input Inserti - | C e
:>, DCT sertion Quantizer :> ompresse
‘ Image [ > Module > r Y Bocoder ! Image
| , 1 Encoder :
| : | I
e e el L
Watermark Quantization )
Table DCT Domain




Digital Still Camera

(Flash, SDRAM)

Input Image AD DSP
——— m— E—
Sensors Converter Processor
L [ I
Memory

|

Controller

and

Interface

T

Figure 9.2. Secure Digital Still Camera : Schematic View

Dutput



Secure Digital Still Camera

(Flash, SDRAM)

Input Image AD DSP
——— m— E—
Sensors Converter Processor
L [ I
Memory

Watermarking

|

Controller

:

Watermarking
Diatapath

Controller

Interface

and

T

Figure 9.2. Secure Digital Still Camera : Schematic View

Dutput



Spatial Invisible: Algorithm (Robust)

Inpurt

Image

Key

Watermark

Generation Watermark Embeddinge

Watermarlk

Power

Table 9.1.

1
1
I
1
1
= 1 -
Watermark Watermark Ternary
1
1
1
1
1
1
1

Watermarked

Watermark insertion

Image

Notations used to Explain Spatial Domain Watermarking Algorithms

Nw x Nw
E1 Ela EE
D

T

In

K

¥], ¥z

. Onginal image (gray umage)

. Neighborhood radius

. Neighborhood image (gray image)
. Digital (watermark) key

. Scaling constants (watermark strength)

. Watermark image (binary or ternary image)
: A pixel location

. Watermarked image

. Image dimension

. Watermark dimension

. Watermark embedding functions
. Watermark detection function




Spatial Invisible: Algorithm (Robust) ...

The watermark 1s a ternary image having pixel values {0,1,2}.

Insertion: Alter the original image pixels as,

| 16,7) i£ W (i, j) = 0
Iw (i, j) = ¢ Ey(I(i,5), In(i,5)) ifW(i,5) =1
| B2 (1(i,5),In(i,5)) HW(i,j) =2

Encoding function:
Eill,Ix) = (1 —en)In(1,7) +arl(i,j )

B(IIn) = (1-a)(i,5) - aal(i,3)
Neighborhood pixel gray value: Calculated as,
It+1)+ {141,541 .o
N (1+ 53]"'2{1"' Jt1) ‘|'I(Lj 1 l)
IP'."(E!'.?] = )




Spatial Invisible: Algorithm (Fragile)

—_—e—— e e e e e e e e e e e e e e e e e e e e e e e e e e e e = = = = — —

|
|
Input !
Image : -
L | Watermark
|
. I | Construction
Bit—plane |
- |
Number
|

Image

Bit—plane
XOE

Watermark

|
|
|
|
Image Lo
_ | Watermarked
—=  Bit—plane [ -
. ! Image
Merging !
|
|
|

— e o o o e e e e e e e e e e e e e e e e e e e ]

(a) Watermark Insertion

Watermark insertion is performed in the k-th 1image bit
plane using the following function.

Iw k] (3, 7)

10— k—1](s,5) =

k+ 1= T|(i,7) =

I
I

!

0 — k — 1](4, §)

K](i, 5)XOR W (i, j)

k+1— 7](i,7)



Spatial Invisible: Overall Datapath Architecture

WM_DATA SEL

WM_DATA IN
Address Shift
Decoder Register
8 48 18 |
K OE A A +
1t ' MUX |
Adder 1 = Adder 2 2x1
Image ‘11 T &
81 { a
o i " Watermark
Multiplier 1 Multiplier 2 RAM
4 T ﬁ ¢_/s_
Address MUX Adder / Subtractor [
Decoder ‘ 2x1 1%, S¢ l
[ - MUX
IM_DATA_SEL XOR = - ST b
IM_DATA_IN
ROBUST/FRAGILE| MUX




Spatial Invisible: Overall Controller

START =0

Initial state
START =1

Read image and

: IM COMPLETED =0
read/create watermark -

IM COMPLETED =1

Perform watermarking

WM _COMPLETED =0

IM COMPLETED =1

Write watermarked pixels

WM COMPLETED =1

, _ IM COMPLETED =0
Display the watermarked mmage -



ble: Datapath Layout
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Spatial Invisible: Controller Layout




Spatial Invisible:

Overall Chip

IMAGE RAM

WATERMARK RAM

JjconTRoLLER DATAPATH




Spatial Invisible: Overall Chip ...

Table 9.4. Overall Chip Statistics

Area (with RAM)

Number of gates (with RAM)
Number of gates (without RAM)
Clock frequency (with RAM)
Clock frequency (without RANM)

Number of I/O pins
Power (with RAM)
Power (without RAM)

15.012 x 14.225mm?
1188 K

4820

151 M H =

545 M H =z

25

24mW

2.0547mW

IM DATA IN — =

WM_DATA IN ——=

WM_DATA SELECT
ROBUST/FRAGILE — o
START —
RESET —

CLOCK ——=

SPATIAL

INVISIBLE

WATERMARKING

ENCODER

DOMAIN

—= DATA OUT

BUSY

—= DATA READY




Spatial Invisible: Results

(a) Original Shuttle (b) Robust Watermarked (¢) Fragile Watermarked

(a) Origmnal Bird (b) Robust Watermarked (¢) Fragile Watermarked




Spatial Visible : Notations used in Algorithms

Table 9.5. List of Variables used in Algorithm Explanation

(m,n)
Iw

N; x N;
Nw x Nw
Lg

W

W Tt

v

Bk

Hr

I

I
mfﬂ-ﬂm

Eynin

ﬁvrmsr
-Svm'n

I'ruhz'f,f:
ey

: Original (or host) image (a grayscale image)

: Watermark image (a grayscale mmage)

: A pixel location

: Watermarked image

: Original image dimension

: Watermark image dimension

: The k*" block of the original image T

- The k' block of the watermark image W

- The k' block of the watermarked image Iy

- Scaling factor for k™" block (used for host image scaling)
: Embedding factor for k** block (used for watermark image scaling)
: Mean gray value of the original image [

: Mean gray value of the original image block i,

: Variance of the original image block i

: The maximum value of ay

: The minimum value of vy

: The maximum value of 3

: The minimum value of 8,

: Gray value corresponding to pure white pixel

: A global scaling factor

C,Cs, Cq,Cy : Linear regression co-efhicients




Spatial Visible : Algorithm 1

e The original algorithm proposed by Braudaway, et. al.

Imf(m,, ﬂ) = {

Im,m) + Wm,n) (i) (A222) 30,

Iyhite

I(m,n) + W(m,n) (%%) ap

for %ﬁ > 0.008856
for %H < 0.008856

 Assuming I ..

= 256, simplitied to:

Iw(m,ﬂ) — {

=] %]

I(m,n) + (g0am) W(m,n) (I(m,n)):
I(m,n) + (ggﬁ) W{m,n) I(m,n)

for I(m,n) > 2.2583
for I(m,n) < 2.2583

» Fitting piecewise linear model and regression co-efficients :

(m,n) + (
(m,m) + (
Ty (m,m) = I(m,n) + (2%
(m,m)+
(m,m) + (

for I{m,n) <2
for 2 < I(m,n) < 64
for 64 < I(m,n) < 128

for 128 < I(m,n) < 192

for 192 < I(m,n) < 256




Spatial Visible : Algorithm 2

Watermark 1nsertion 1s carried out block-by-block using:

IWE = Qg itk + Pr Wi k=1,2..
The scaling and embedding factors are found out as,

o = .::ik exp (—(irg — fir)?)

Br = ok (1 —exp (—(tirg — fir)?))

Values are scaled to proper range :

O = Qmin T (ﬂ‘-maﬂ: - ﬂmiﬂ.) ﬁlk erp (_(Phk - ﬁf)g)

ﬁk = ﬁmiﬂ. + (ﬁmam — ﬁmﬁn) '-'ffk (1 — EIP (_(ﬁfk - ,af)g))
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Spatial Visible: Proposed Controller

Start=0
Start=1
. @ Start=1
Select=0 Selact=1
Read Read BlockCompleted={
Pixel Block

BlockCompleted=1 BlockCompleted=1

ImageCompleted=0

ImageCompleted=0
ImageCompleted=1

Write
Pixel

Write
Block , BlockCompleted=0

BlockCompleted=1
ImageCompleted=1

ImageCompleted=1

ImageCompleted=(

(b) Controller for the Merged Datapath



Spatial Visible: Overall Chip Layout
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Spatial Visible: Overall Chip
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Figure 9.21. Pin Diagram for the Proposed Watermarking Chip
Table 9.7. Overall Statistics of the Watermarking Chip

Area 3.34 x 2.89mm?*
Number of gates 28469

Clock frequency 292 2TM H z
Number of 'O pins 72

Power 6.9286m W




Spatial Visible: Results
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Original Images and Watermark

(d) Watermark
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Watermarked Images using Algorithm 1

NOTE: Similar
watermarked

images are
obtained  using
algorithm2. The
difference lies in

the SNR.




DCT Domain : Algorithms

The invisible watermark insertion involves addition of random numbers to
relatively perceptual significant co-efficients of the host image.

tryr(mn) = erg(myn) + arg(m,n)

The visible watermark is inserted in the host images block-by-block and
watermarked image block is obtained.

Clwr = Ok Cre + Bk cwi

Current scaling and embedding factors are obtained as,

: 2
ap = 0ACy, Eﬂ?i’*{‘[ﬂ-‘ﬂf.'g. ~ i pey) ]

The current values are then linearly scaled to user defined ranges.




DCT Domain: Proposed Architecture
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DCT Domain: Dual Voltage and Frequency
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Figure 9.27. Dual Voltage and Dual Frequency Operation of the Datapath



DCT Domain: Overall Chip Layout
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DCT Domain: Overall Chip Statistics

Area 1.0 x 4.0mm?

Supply Voltages 2.5V and 1.5V
Operating Frequencies 280MHz and TOMH 2
Power (Dual Voltage and Frequency)  0.364mW

Power (Normal Operation) 1.95mW

NOTE: Power reduction of 81%



Conclusions

JThe reduction of peak power, peak power differential, average power
and energy are equally important.

 The function CPF could capture all the different forms of power and
its minimization using heuristic based scheduling algorithm could
yield significant reductions in all the different forms of power.

The proposed heuristic is of polynomial time complexity.

UThe ILP bsed minimization is an alternative approach for
minimization of CPF.

JThe MVDEC approach foundout to be better design alternative. For
the circuits having almost equal number of addition and multiplier
operelltlons in the critical path the savings are maximum with no time
penalty.

dThe cycle power fluctuation can also be modeled as cycle & gcle
power gradient instead of the used approach, 1.e. absolute deviation.

The scheduling schemes are useful for data intensive applications.

It is observed that the results of hardware based watermarking
schemes are comparable to that of software.









