m&JME

TO
MY

DEFENSE

Saraju P. Mohanty

UNIVERSITY OF
USF SOUTH FLORIDA



Emmg.ansient Power
Minimization

During Behavioral Synthesis

Saraju P. Mohanty

Dept. of Computer Science and Engineerin
University of South Florida
smohanty(@csee.usf.edu

For more details, visit :
‘ http://www.csee.usf.edu/~smohanty/research

UNIVERSITY OF
RERtRae SOUTH FLORIDA




~Outline of the Talk

e Introduction
o Related Works
e Target Architecture

® Proposed Datapath Scheduling Schemes
® Image Watermarking Chip Design

© Conclusions

UNIVERSITY OF
RERtRae SOUTH FLORIDA




Dissertation Overview

Dissertation

Synthesis Design
(Datapath Scheduling) (Watermarking Chips)

—Spatial Domain Invisible

ILP-Based Mimimmization Heuristic—Based Minimization
MVDFC/MVMC MVDFEC —Spatial Domain Visible

—Peak power —Resource Constramed Energy ™

—DCT Domain WVisible

>Dual Voltage

—Peak and Average Power
© Dual Frequency

—Time Constramed Energy | DOT Domain Tnvisible

—Transient Power

. —Transient Power
—Power Fluctuation

—Energy Delay Product

« Simultaneous minimization of various powers and energy considered.

* Secure JPEG Encoder and Secure Digital Still Camera




What is High-Level Synthesis ??
McFarland (1990)

“HLS 1s conversion or translation fromg an algor1thm1c
level specification of the behavior of a d '

to a RT level structure that implements tha \ ehavior.”

[Analogous to "compiler" that translates high-level
language like C/Pascal to assembly language.]

NOTE: also known as Behavioral Synthesis.
ent. o UNIVERSITY OF araiy
e SOUTH FLORIDA S



Various Phases of Behavioral Synthesis

HDL
¥
Compilation *
Diata Flow Graph
¥
Transformation ~u |

¥

Allocation / Binding

¥

Chutput Generation

ETL Description

Figure 1.4 Varous Phases of High-Level Synthesis




Wh)ﬂ’ower Reduction ?

To reduce energy costs
To increase battery life time

To increase battery efficiency
To maintain supply voltage levels
To reduce power supply noise

To reduce cross-talk and electromagnetic noise
To use smaller heat sinks

To make packaging cheaper

To increase reliability

To reduce use of natural resources

Dept. of CSE -UNIVERSITY OF
e US SOUTH FLORIDA




mynamic Power Minimization ??

® Veendrick Observation: In a well designed circuit, short-circuit
power dissipation 1s less than 20% of the dynamic power
dissipation.
e Sylvester and Kaul: At larger switchin
power is negligible compared to the dynamic

tivity the static
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Switching activity factor

Figure 1.10. Static Vs Dynamic Power Dissipation for different Switching Activity [3, 4]
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\Dynamic Power: Major one

1 2
P = - C WV Nf

dwhaines

CL = load capacitor, V , = supply voltage

N = average number of transitions/clock cyc

= E(sw) =2 a,_, =switching activity
f = clock frequency
Note:
1. N*fis transition density

2. CL*N (= C,, = C,) 1s the effective switching capacita

Deot. of CSE - UNIVERSITY OF Saraiu
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Dynamic Power Reduction: How ??

Reduce Supply Voltage (V
performance degradation

4 delay 1ncreases;

Reduce Clock Frequency (f): only 1
energy, performance degradation A

Reduce Switching Activity (N or E(sw)): n&
no power loss !!! Not in fully under designer:
Switching activity depends on the logic |
Temporal/and spatial correlations difficult to handle.

r saving no

Reduce Physical Capacitance: done by reducing device
size reduces the current drive of the transistor making the
circuit slow

Dept. of CSE -UT‘“VER*‘;ITY OF Saraju
’ USF Eswigarenm :




What is our approach ?

Adjust the frequency and reducgthe supply
voltage in a co-coordinated manner%
various forms dynamic power while ma:
performance, through datapath scheduling during
behavioral synthesis.

Dent. of CSE - UNIVERSITY OF Saraju
p USF SOUTH FLORIDA :




Dynamic Frequency ??

=— Clock Cycle 1 —=

— Clock Cycle 2—==— Clock Cycle 3 »‘ Slngle Frequency
{a) Clock Cycle ] = Clock Cycle 2 = Clock Cycle 3

Clock Cycle 1

= lock Cycle 2 —=

{_C]Dckcyc]ﬂA,‘ Dynamic Frequency

{(b) Clock Cycle 1 # Clock Cycle? # Clock Cycle 3

t

base

cfl,

Dynamic Clocking Unit frase / Cfk

(DCU)

More details :

*Ranganathan, et.al.

DCU uses clock divider strategy *Byrnjolfson and Zilic



Digital Watermarking ?

THE SCLUTION I5:
“WATERMARKING™

watermarking  1s
a process of

right to that ob e(}; 1
lypes §
Visible and Invisible

Spatial, DCT and Wavelet
domain

Robust and Fragile

SARAIDPRASAD MOHANTY
PMAELSS A
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Digital Watermarking : Examples
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Water}arking : General Framework

» Encoder: Inserts the watermark into

» Decoder: Decodes or extracts the wa
1mage

» Comparator: Verifies 1f extracted watermark
with the inserted one

Dept. of CSE - UNIVERSITY OF
’ US SOUTH FLORIDA




The W%ernarking Encoders Designed are :

® Spatial domain 1nvisible-robust an®hinvisible-fragile
watermarking encoder

e Spatial domain visible watermarking enco

o DCT domain 1nvisible and visible wate
encoder (only architecture proposed)

Dept. of CSE -UNIVERSITY OF
e US SOUTH FLORIDA




~_Related Works

atermarking

Low Power Synthesis
Scheduling for Energy Minimizatio

Switching Activity Reduction at Behavi

Datapath Scheduling for Peak Power Reduc
Scheduling for Variable Voltage Processor

Design and Synthesis of Variable Frequency/Lat
and Multiple Voltage based Systems

Hardware-based Watermarking Systems

UNIVERSITY OF ~
RS SOUTH FLORIDA Saraju




Scheduling Schemes using Multiple Voltages

Table 2.1. Datapath Scheduling Schemes Using Multiple Supply Voltages

Proposed Optimization | Constraints | Operating Voltage | Time
Scheme Method Used | Assumed | Levels Complexity
Johnson and ILP Time (5.0V = 2.0V) Expoential
Roy [89, 90]

Johnson and ILP Time (5.0V,3.3V,2.4V) | Expoential
Roy [6]

Chang and Dynamic Time (5.0V,3.3V,2.4V) | Pseudo-
Pedram [63, 91] Programming Polynomial
Lin, Hwang ILP and Timeand | (5.0V,3.3V) Expoential
and Wu [92] Heuristic Resource O (n3logn)
Sarratzadeh Dynamic Prog | Time and | (5.0V,3.3V) 0 (nzkﬁ|R|2)
and Raje [93] Geometric Resource 0 (nClognC)
Kumar and Stochastic Resource | (5.0V,3.3V,2.4V) | O (n?)
Bayoumi [94, 95, 96] | Evolution

Elgamel and Genetic Timeand | (5.0V,3.3V,24V) | NA
Bayoumi [97] Algorithms Area

Shiue and List-Based Timeand | (5.0V,3.3V) or Polynomial
Chakrabarti [98, 99] Resource | (5.0V,3.3V,2.4V)

Manzak and Lagrangian Timeand | (5.0V,3.3V, O (n?) and
Chakrabarti [100] Multiplier Resource | 2.4V, 1.5V) O (nlogL)
Manzak and List-Based Timeand | (5.0V,3.3V, O (r’L?)
Chakrabarti [101] Resource | 2.4V, 1.5V)

None of these

works :

Handle wvariable
frequency

Minimize other
forms of power

And

Most of the
cases, the time
penalty and area

penalty are high.



Switching Reduction during Behavioral Synthesis

Table 2.2. High-Level Synthests Schemes using Switching Actmity Reduction

Proposed Synthesis Tasks Methods Time % Power
Work Performed Used Complexity | Reduction
Kumar, Katkoory, Rader | Scheduling, Remster | Smmlation | NA NA
and Vemurt [102,103] | Optmuzation, efc. | of DFG

Raghunathan Tranformation, Sche- | Iterative Polynomial | 46
and Jha [104] duling and Allocation | Improvement

Musoll and Cortadella Scheduling and ListBaed | O (n'm) | 667
[50] Resource Binding | Algonthm

Lundberg, Muhammad, NA Hierarchucal | NA 1493
Roy and Wilson [112, 113]

Shin and Lin Resource Heunstic Polynomial | 7.84
[114] Allocation

Montetro, Devadas, Schedulmg HYPER [115] | NA 2243
Ashar and Mauskar [116]

Gupta and Scheduling Force-Directed | O (n't) | 164
Katkoort [119] Henrsstic

Murugavel and Scheduling Game Theory | Exponenttal | 139
Ranganathan [120] Binding

*These synthesis
works neither handle
multiple supply

voltages nor variable
frequency.
*Minimize
power only.

average

*Often accompanied
by high time penalty.



Peak Power Reduction at Behavioral Level

Table 2.3. Relative Performance of Various Schemes Proposed for Peak Power Minimization

and et. al. [59]

Operations

Proposed Synthesis Tasks | Methods Time % Power
Work Performed Used Complexity | Reduction
Martin and Knight Scheduling Genetic NA 40.3-60.0
[53. 56] Assignment Algorithms

Shiue and et. al. Scheduling ILP Exponential | 50.0 — 75.0
[122, 123, 124, 111] Force Directed | O (cn?)

Raghunathan, Scheduling Data Monitor | NA 17.42-32.46

e Do not hand

le MV or DFC

e High time penalty

e Do not minimize other forms of power




Scheduling for Variable Frequency Processor

Table 2 4. Scheduling Algorithms for Variable Voltage Processor

Proposed Working | Staticor | Method | Running % Power
Work Level Dynamic | Used Time Savings
Ishihara and 08§ Static ILP Exponential 70
Yasuura [125]

Oluma, Ishihara, 08 Static ILP Exponential 56
and Yasuura [126. 127] Dynamic | Heuristic | NA 58
Hong, Potkonyak, 08 Dynamic | Heunistic | O(N 4 m) 20
and Srivastava [128]

Hong, Kirovski, System Static Heuristic | O(n*) 25
and et. al. [129]

Nansour, Mansour, Circut and | Static List-based | O (n") 56
and et. al. [130] Behavioral Heuristic

Azevedo, Isserun, Compiler | Stafic Heunistic | NA 82
and Comea [131, 132]

Hsu, Kremer, Compiler | Static Heunstic | NA 70
and Hstao [135, 136]

Pering, Burd 0s Static Heunistic | ({n) 80
and Brodersen [69]

Lee and [137] 0 Staic | Heumstic | O (nf (%ga)) 545
Krishna [137] Dynamic | Heunstic | NA 65.6
Pouwelse, Langen- 0S Dynamic | Heunstic | O (n”) 50
doen, and Sips [64]

Yao, Demetrs, OSand | Static | Heumstic | O (nlog’n) NA
and Shenker [138] Circuit Dynamic | NA NA NA

Handle variable
frequency  at
OS or compiler
level.

Minimize
average power
or energy only.



Design and Synthesis using Variable Frequency

Table 2.5. Design and Synthesis Works on Vanable Frequency or Multiple Frequency

Proposed Design or Power or Operation | Voltage or Result
Work Svnthesis Performance | Mode Frequency

Usamu, Igarashi. Design Low-Power | Multiple (3.3, 1.9)V A47%
and et. al. [7, 75] Svnthesis Voltage (max)
Usamu, [garashi, Design Low-Power | Vanable NA 55%
and et. al. [74] Voltage {max)
Ranganathan, Design High Dynamic | 50 —400MHz | 1.79-3.0
and et. al. [8, 70] Performance | Frequency (tumes)
Krishna, and Synthesis Low-Power | Dynanmuc | (5.0.3.3,2.4)V |2 —54%
et. al. [144. 145] (Scheduling) Frequency

Papachristou, Svnthesis Low-Power | Multple | NA 50%
and et. al. [146] (Allocation) Frequency (max)
Burd, Brodersen. Design Low-Power | Variable 1.2 — 3.8V 11%
and et. al. [147. 148] Voltage (avg)
Kim and Design Low-Power | Frequency | NA NA
Chae [72] Scaling

Pouwelse, Design Low-power | Vanable 0.8 — 2.0V NA
and, et. al. [11] Frequency | 59 — 251MH =
Acquaviva, Bemi, Design Low-power | Vanable NA 40%,
and Facco [149] Frequency {(max)
Benim, and et. al. Design High Vanable NA 27%
[150, 151] Synthesis Performance | Latency

Raghunathan, Svnthesis High Variable NA 1.6
and et. al. [152] Performance | Latency

Nowlka and Design Low-power | Frequencv | 1.0 — 1.8V NA
[153, 154] Scaling

Lu. Benu, Design Low-power | Frequency | 103 — 206 M Hz | 46%
and Michelli [155] Scaling (max)

*Low-power
or High-
performance
synthesis or
design works
using variable
frequency.
*Minimize
only average
power.



Hardware Systems for Digital Watermarking

Table 2.6. Watermarking Chips Proposed in Current Literature

Proposed Type of Target | Working | Techno- | Chip Chip Power
Work Watermark | Object | Domam | logy Area Consumption
Mathai and Invisible | Video | Wavelet | 0.18u | NA NA

et. al. [161] Robust

Tsaiand Lu | Invisible Image | DCT 0.35 3.064 x 3.064 | 62.78mW
[162] Robust mm? 3.3V, 50MH z
Garimella and | Invisible Image | Spatial | 0.13p | 3453 x 3453 | 37.6puW

et. al. [163] Fragile pm? 1.2V

A lot needs to be done

©




" In this Dissertation .......

Two design options explored

o Multiple Supply Voltages and Dynamic Frequency
Clocking (MVDEFC)

Minimization during Behavioral Sy
Energy or Energy-delay-product
Peak power
Simultaneous peak and average power
Transient power
Power fluctuation
Framework for simultaneous minimization

Designing various watermarking chips

UNIVERSITY OF ~
RS SOUTH FLORIDA Saraju




Target Architecture

FU, 3.3V
P No
Level Level
| Converter Converter
| |

FU, 5.0¥ \ ‘FU, 24V \

U O

COooO0D

Level converters are used when a low-voltage functional unit is driving a
high-voltage functional unit.

Each functional unit has one register and one multiplexer.

The register and the multiplexor operate at the same voltage level as that of
the functional units.

Operational delay of a FU @ (dpy + dyyy T dreg T deony)-

Time for voltage conversion equals to time for frequency change.
Controller has a storage unit to store the cycle frequency index (cfi,).
Datapath 1s represented as a sequencing DFG.

Operating frequencies are calculated from the delays.




A Framework for Simu
Minimization

UNIVERSITY OF
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- _CPF Minimization
(Differen%ver and Energy Parameters)

Aim at simultaneoMnimization of

*Average Power

*Peak power

*Cycle difference power

*Peak power differential

*Total Energy

NOTE: The peak power, the cycle difference po
and the peak power differential drive the transi
characteristic of a CMOS circuit.

UNIVERSITY OF ~
RS SOUTH FLORIDA Saraju



CPF Minimization: Power Definitions

Cycle Power (P,): power consumption of any control step.

Peak Power (P,,): maximum pow consumption of any
control step 1.e. maximum (P).

Mean Cycle Power (P): mean of the cycle poW
for the average power consumption of a DFG). %

Cycle Difference Power (DP,): quantifies variati
consumption of a cycle ¢ from the mean /avera
consumption. This determines the power profile of a
all the control steps.

Peak power differential (DP,,,): the maximum of thefeyele
difference power for any control step.

Mean Cycle Difference Power (DP): mean of the cycle
difference powers (a measure of overall power fluctuation)

(an estimate

Dept. of CSE -UNWERSITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Cycle Power Function

We Define: A new parameter called cle power function”
(CPF) as an equally weighted sum of thSgmormalized mean
cycle power and the normalized mean cycle di CE power.

We claim: The minimization of CPF using multiple supply
voltages and dynamic frequency clocking (MVDEC), and
multiple supply voltages and multicycling (MVMC)' under
resource constraints will lead to the reduction of energy and all
different forms of power.

Dept. of CSE -UNWERSITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Power Models

(Notations Needed)

Table 6.1. List of notatatons and termunology used in CPF modeling

P;:t:n:lk
F

Prorm
DF,
‘Dpﬂtﬂﬂt
DpP
DPyorm
C'PF
FU,
FU;
FU;,
R,

Eli.'l":
Vie
r.:':";_-

fe

- total number of control steps n the DFG

- total number of operations in the DFG

- a control step or a clock cycle in the DFG
. any operation ¢, where 1 < ¢ < (),

- the total power consumption of all functional units active 1 control step ¢

(cycle power consumption)

. peak power consumption for the DFG equal to max( P, ).,

- mean power consumption of the DFG (average P. over all control steps)
- normalised mean power consumption of the DFG

- cvele difference power (for cvele ¢; a measure of cycle power fluctuation)
. peak differential power consumption for the DFG equal to maxz (D P, )y,
- mean of the cycle difference powers for all control steps in DFG

- normalised mean of the mean difference powers for all steps in DFG

. cvele power function

- any functional umt of type k operating at voltage level v

. any functional unit F'U , needed by o; for 1ts execution (0; € FU )

- any functional umt FI7; actrve i control step ¢

- total number of functional umits active n step ¢

(same as the number of operations scheduled 1n ¢)

- switching activity of resource FIU;

. operating voltage of resource F1;

. load capacitance of resource FIT; .

- frequency of control step ¢

Dept. of CSE

UNIVERSITY OF
SOUTH FLORIDA
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CPF Minimization: Power Model ...

The power consumption for any control step ¢ 1s given by,

P =1/N (Zc={1—>N} Pc) = 1/N (Zc={1—>N} Zi={1—>Rc} ai,c Ci,c Vzi,c fc)

NOTE: The true average power 1s the energy consumption per
cycle/second. The above P is an estimate of it.

Dept. of CSE -UT‘“VER*‘;ITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Power Models ...

<&

L)

1)

L)

4

Background Material

For a set of n observations, X, X,;-Xj3, .....X,, Ifom a given
distribution, the sample mean (which 1SN\an unbiased estimator

for the population mean, p1) is m = 1/n Z; X,

The absolute deviation of these observations is
x.-m|.

as Ax; =

The mean deviation of the observations is given by MD = 1/n
2. [x.-m].

We model the cycle difference power DP. as the absolute
deviation of cycle power Pc from the mean cycle power P.

Similarly, the mean difference power DP 1s modeled as mean
deviation of the cycle power P._.

Dept. of CSE -UNWERSITY OF Saraju
’ USF Eswigarenm :




CPF Minimization: Power Models ...

*Normalized mean cycle power (P,,,,).1s defined as :

norm

= mean cycle power consumptionzgver all control steps /

maximum power consumption in control step
= Mean ( P, ) / Maximum ( P, )
= P/ Ppeak

e Normalized mean cycle difference power (DP

norm

= mean cycle difference power over all contro steps /
maximum cycle difference power for any control step

= Mean (DP,) / Maximum (DP,)

=DP/DP

Dept. of CSE -U’\““'rERSITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Power Models ...

Cycle power function is defined as :

CPF=P___ + DP

norm norm

QIn terms of peak cycle power and 1
difference power,

TR — F np - N E.-_ | ': Nzr l "-
{'{PF N lp:u.’t T ] peak N |:u.--:|'r T Flueui' (2)

dUsing the switching capacitance, voltage ' and
frequency,

i
Ll oy o Oy Ll’t ,_..fL )

N EL_IEi luuc”hrff . ( L E‘*‘ (E u“ﬂd”ﬁ“)

CPF =

).

R
L (E-E=1 ﬂ-t,:!':':.,r";_:ufr) " Tﬂ.ﬂI( L—l ( ; 1 g *'-'rr!- *’-r]'-a Lf-:,) Ll g, Lf-_l-t th -r.,f‘:'

Dept. of CSE -U’\““'rERSITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Scheduling Algorithm

Input: Unscheduled data flow graph,

resource constraint,
allowable voltage levels, \
number of allowable frequencies, )
load capacitance of each resource,

delay of each functional units

Output: Scheduled data flow graph, base frequency,

cycle frequency index, operating voltage for
each operation

Dent. of CSE - UNIVERSITY OF Saraju
p USF SOUTH FLORIDA :




CPF Minimization: Scheduling Algorithm ...

Step 1 : Calculate the switching activity at the each node through
behavioral simulation of the DFG.

Step 2 : Construct a LUT of effective switshing capacitance.

Step 3 : Find ASAP and ALAP schedules of tB

Step 4 : Determine the number of multipliers aﬁ\ Bl Us at different
operating voltages. N

Step 5 : Modify both ASAP and ALAP schedules obt:
using the number of resources found 1n Step 2.

Step 6 : No. of control steps = Max (ASAP steps, ALAP S

Step 7 : Find the vertices having non-zero mobility and
with zero mobility.

Step 8 : Use the CPF-Scheduler-Heuristics to assign the time'Stamp
and operating voltage for the vertices, and the CyCle
frequencies such that CPF and time penalty are minifaum
(measures as Tp/Ty)

Step 10 : Calculate power, energy and frequency details.

Dept. of CSE -U’\““'rERSITY OF Saraju
’ USF Eswigarenm :




CPF Minimization:
CPF-Scheduler Heuristic Explanations

>

The heuristic 1s used to find proper time stamp, operating
voltage for mobile vertices such that the CPF+R. 1s minimum
for whole DFG.

Initially assumes the modified ASAP sch
voltage resource constrained) as the current sc

¢ (with relaxed

The CurrentCPF+R; value for the current %
calculated. |

The heuristic finds CPF values (TempCPF+R;) b
allowable control step of each mobile vertices and
available operating voltages.

The heuristic fixes the time step, operating voltage and hence
cycle frequency for which CPF+R 1s minimum.

NOTE: The worst case running time of the heuristic is O(t_|V[]°);

Dept. of CSE [ g L VERSITY OF —
P US SOUTH FLORIDA !




CPF Minimization: Experimental Results

(Benchmarks and Resource Constraints used)

Auto-Regressive filter (ARF) nodes, 16*, 12+, 40 edges).
Band-Pass filter (BPF) (29 nodes, 10™\] 0+, 9-, 40 edges).
DCT filter (42 nodes, 13*, 29+, 68 edges).
Elliptic-Wave filter (EWF) (34 nodes, 8*, 26+
FIR filter (23 nodes, 8*, 15+, 32 edges).

6. HAL diff. eqn. solver (11 nodes, 6%, 2+, 2-, 1<, 16

A

1. Number of multipliers: 1 at 2.4V; Number of ALUs: 1
2. Number of multipliers: 2 at 2.4V; Number of ALUs: 1 a

3. Number of multipliers: 2 at 2.4V; Number of ALUs: 1 at
and 1 at3.3V

4. Number of multipliers: 1 at 2.4V and 1 at 3.3V ;
Number of ALUs: 1at2.4V and 1 at3.3V

Deot. of CSE -UNIVBRSITY OF Saraiu
e US SOUTH FLORIDA J



CPF Minimization: Experimental Results
(Notations used)

Table 6.2. Notations used to Express the Results

Eg . total energy consumption assuming single frequency and single supply voltage
Ep : total energy consumption for dynamic clocking and multiple supply voltage
Py : peak power consumption for single frequency and single supply voltage
Py, : peak power consumption for dynamic clocking and multiple supply voltage
Pr¢  : minmum power consumption for single frequency and single supply voltage
P, p : mmmmum power consumption for dynamic clocking and multiple supply voltage
Tg : execution time assuming single frequency
Tp : execution time assuming dynamic frequency
AFE  :total energy reduction = %
- 's/Ts)—(Ep/T
AP . average power reduction = (Es/ &L J,Er;i”f D)
| o _p Es/T
AP,  :peak power reduction = —-5—5
(T

: : : " (Pyg—P, Py =P,
ADP : differential power reduction = Pog=Pms)=(Fpp=Pnp)
(Fps P‘rnS:l

Rr © time ratio = ﬁ’—

Dept. of CSE -U]‘““'rERSITY OF Saraju
g USF Eswigarenm :




CPF Minimization: Experimental Results

]

]

]

.2

rr

K |R| Fyy By AP, | Pns Pup | ADP | AP N
T|C|(mW) | (@mW)| %) | (mW) ]| (@mW)| %) | (%) | %)
1 9.30 283 | 69.60 | 0.26 0.52 7450 | 71.40 | 47.57 | 18 | 1.6
A 2| 1833 477 | 73.96 | 0.26 0.52 | 76.47 | 68.30 [ 4757 |13 | 14
R |3 | 18.59 484 | 7396 | 0.26 052 | 76.44 | 71.72 | 49.87 | 11 | 1.5
Fl14] 18.59 7.26 | 60.96 | 0.26 0.52 | 63.25 | 59.10 [ 2949 |11 | 1.5
1 9.30 245 [ 73.62 | 0.26 0.52 78.64 | 65.80 | 46.69 | 17 | 1.3
B |2 | 1833 420 | 77.10 | 0.26 1.67 | 86.03 | 58.81 | 46.69 | 17 | 1.2
P |3 | 18.59 484 | 7396 | 0.52 097 | 78.59 | 71.09 | 4861 | 9 |14
F |4 | 18.50 7.33 | 60.60 | 0.52 097 | 64.84 | 64.01 | 3202 | 9 |14
1 9.30 283 | 69.60 | 0.26 0.52 74.50 | 5090 | 4244 |29 | 1.1
D |2 | 930 2.83 | 69.60 | 0.26 0.52 74.50 | 5090 | 4244 129 | 1.1
C | 3| 18.59 484 | 7396 | 0.26 040 | 75.75 | 67.70 | 4293 |15 | 14
T |4 | 18.59 7.61 | 59.05 | 0.26 040 | 60.63 | 65.19 | 38490 |15 |14
| 0.30 245 [ 7362 | 0.26 0.52 78.64 | 41.17 | 4443 | 27 | 09
E | 2| 18.07 4.07 | 77.49 | 0.26 0.52 | 80.09 | 37.49 | 4443 | 27 | 0.9
W | 3 | 18.07 4.07 | 77.49 | 0.26 040 | 79.38 | 57.89 | 4473 | 16 | 1.2
F 4] 18.07 6.55 | 63.75 | 0.26 0.40 | 65.49 | 53.10 | 3845 |16 (1.2
1 9.30 274 | 7052 | 0.26 0.52 7545 | 5854 | 46.11 |15 | 1.3
F |2 9.30 274 | 7052 | 0.26 0.52 7545 | 5854 | 46.11 |15 | 1.3
I | 3| 18.59 477 | 7432 | 0.26 040 | 76.12 | 51.21 | 46.77 | 11 | 1.0
R | 4| 18.59 7.04 | 62.15 ] 0.24 040 | 63.77 | 4069 | 27.21 |11 | 1.2
Average values 70.52 75.04 | 59.59 | 43.29 1.3

[ |

1



CPF Minimization: Power Profiles for RC2
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Figure 6.4. Cycle power consumptions for resource constraint RC2
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CPF
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inimization: Power Profiles for RC3
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CPF Scheduler Vs Proposed Scheduling
Algorithms Available in the Literature

Works

Energy savings

Time penalty

Transient power. etc.

Change and Pedram [13]

40%, on average

50% on average

Not addressed

Shive and Chakrabarti [20]

56% on average

50% on average

Not addressed

Johnson and Rov [14]

46 — 58%

50% on average

Not addressed

Johnson and Fovy [13]

0 — 50%

MNot available

Not addressed

This work

43% in average

30%, on average

70% reduction in peak

75% reduction in differntial

From the above table it is evident that our scheme has less time
penalty compared to other popular energy minimization works.
Additionally, we have appreciable reductions in transient powers,
which the above mentioned works do not address.
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CPF" Minimization
Aim: to provide ILP-based minimization for the CPF
defined 1n the previous chapter.

Two different design options: M

Observations about CPF:
— CPF 1s a non-linear function.

C and MVMC

— A function of four parameters, such as, PNP 2%, DP and
DP ... A

— The absolute function in the numerator contributes to the
nonlinearity.

— The complex behavior of the function 1s also contributed

by the two different denominator parameters, P and
DP .-

Non-linear programming may be more suitable, but wall
be large space and time complexity. We are addressing
linear programming of the non-linear function.

P US SOUTH FLORIDA :
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- CPF Minimization
(Linear Modeling of Nonlinearity)

General LP Fomulati&&involving Absolute
General form of this type of prongng:

Minimize | 2 il
Subjectto: y;+ Y ai;#2; < by, Viand z; > 0, W

Let y. be expressed as, y, = y'. — y?, difference
negative variables.

After algebraic manipulations using these new vari
have the following model.

Minimize - Sy + i
Subjectto: y! —yi + ZJ- ay # x5 < by, Vi
x; >0, Viandy),yf >0, Vi

Deot. of CSE -UNIVERSITY OF Saraiu
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- CPF" Minimization
(Lin@MaQeling of Nonlinearity ...)

General LP Formulations involving Fraction
General form of this type of prommg:

£ % T
Minimize - E‘T ! ’

2idj*j (1)
Subject to - Zﬂ.;‘j * Tj = bi, Wi, Tj = 0, Wj

Assume two new Varlables zy = 1/(dyt2,dix;) an
Using the new variables the formulation becomes.

Minimize - ::.;..:hzu+z::j*$j
]
Subject to : Zﬂij#ﬁj—bi*zﬂﬂbi, Wi

Zdj:l:zj+d{]ﬂ=z.}=1,, zg.zj = 0, Vj

Once the new formulatlon is solved substitute z,= x; * z,t
the result for x;.

Deot. of CSE - UNIVERSITY OF Sarai
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CPF® Minimization
(Linear Modeling of Nonlinearity ...)

What we learnt from the previous slides ??

The objective function CPF has boi pes of
nonlinearities. N

In case of a fraction: remove the denominator and
introduce as constraints.

In case of absolute: change difference in objective
function to sum and introduce the difference as
constraints.

Dept. of CSE -UNWERSITY OF Saraju
g USF Eswigarenm :




- CPF Minimization
(Modified Cycle Power Function)

© The CPF has two different ominators which may lead to
increase 1n number of constrai and hence the overall
solution space.

for all c, since
of P_. So,

e We assume that [P-P_| 1s upper bounded b
|P-P_| 1s a measure of the mean difference
instead of normalizing DP with DP .., we wi

with P ... This reduces the number of denominato

e We have the following Modified Cycle Power Func
is the objective function for the ILP formulation.

CPF* = r 4 P = P+DF _ %E?;_LP¢+%E£1IP-P¢|

Ppaﬂh Ppﬁﬂk Pr:ﬂrlk Pp-ea-':

1 N H-; N N Ri.'
_ N EFl Ef:l ai=¢c"='ﬂfﬂ‘r¢ + % E.::L (| % Ec:l (Ei:l &i,tﬂi,tﬂ?c.r-:) - Efgl Xie 51,:1-";12,:_1',:
R, 2 }
maz (Zm Q4 e :',-:I":',.:.fc]w maa:('ziﬂzl a,-,ﬂlfl',;,;ﬂ?ﬁf,:)

)

e

Deot. of CSE -UNIVBRSITY OF Saraiu
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CPF" Minimization: ILP Formulation (Notations)

M, , : maximum number of functional units of type F, |

k,v

S. : as soon as possible time stamp for the operation o,

E. : as late as possible time stamp for the op
P(C

X; .r: decision variable, which takes the value of 1 ffop€ration o,
is scheduled in control step c using F, . and c has frequency £

v,f) : power consumption of any F,  used'® eration o

SW1?

Yiv1m - decision variable which takes the value of 1 if operation o1
is using the functional unit F,  and scheduled in control steps I—m

L, : latency for operation o; using resource operating at voltage v
(in terms of number of clock cycles)

NOTE: The effective switching capacitance is a function of the average switching
activity at the input operands of a functional unit and C_ . 1s a measure of
effective switching capacitance FU.. a;C; = Cowi(ai’, %)

P US SOUTH FLORIDA :



CPF\*Minimization: ILP Formulation

MVDFC D\esign Scenario

eObjective Function: Minimize the CPF” f(hh&{fﬁle DFG over all the

control steps. Using the previous expressions we haxge,
%ZLP:+%Z?=1 | P — F.|
Ppenk

hnumize -

The denominator 1s removed and introduced as a constraint®
1 1

Minimize : F;P¢+FE|P—P¢|

Sulbyject to -  Peak power constraints

The absolute 1s replaced with sum and the appropriate constraints.

1 - 1 o
MMinimuze : EFZIP¢+EFZI{P+PG}

Subject to -  Modified peak power constraints

After simplification, ~
Minimize : (%) ; P,

Subject to : I'vIDd.‘lﬁﬂa peak power constraints
Using decision variables

Minimize: Y Y Y D Ficus* (%) *P(Couizv, f)

¢ e, v f
Subject to : Modified peak power constraimnts

Dept. of CSE - UNIVERSITY OF
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CPF" Minimization: ILP Formulation (MVDFC)

“*Uniqueness Constraints : ensure. that every operation o, is

scheduled to one unique control step andxepresented as,
[, 15120, 2 X 2o x. o= 1

“*Precedence Constraints : guarantee that for an'

iLc,v,f

predecessors are scheduled in an earlier contr@ and 1ts
successors are scheduled 1n an later control step ar B 1], o
belong to Pred(0;), 2 22 ., padX; g T 22 (d-S; — E R jlenf -1

+*Resource Constraints : make sure that no control step contains

more than F, , operations of type k operating at voltage v and are
enforced as, Dc [<c<Nand Ov, Ty p 1 Ze X oy SMy

“*Frequency Constraints : lower operating voltage functional unit
can not be scheduled in a higher frequency control step; these
constraints are expressed as,

[, 1210, Llc, 1<C<N if f <v, then x.

1,c,v,f

e, vf O

Dept. of CSE -UNWERSITY OF Saraju
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CPF® Minimization: ILP Formulation (MVDFC)

Peak Power Constraints : introduced to eliminate the fractional
non-linearity of the objective function and are enforced as, for all
c, I<=c<=N,

Z Z Z Tiew,f * P(Cowisty [) S Ppeak

tEF T f

Modified Peak Power Constraints : To eliminate the®

introduced due to the absolute function introduced as, for all c,
I<=c<=N, N |
1 \ i '
=0 2 22 BiensPCoeistf)= ), )Y tico #PCouivt, f) S
¢ €F, v f i€fyy v f

NOTE: The unknowns P, and P* ., is added to the objective

c
function and minimized alongwith it.

Dept. of CSE -U’\““'rERSITY OF Saraju
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CPF* Minimization: ILP Formulation

MVMC Design Scenario

“*Objective Function: Following the same steps as in the MVDFC
case in terms of decision variables we wiite,

L 3
Mimnimize z Z Z?h:r,:.iwm.v—lh* (E) P(Couwis v, fetr)

| i€Fe. v
Subject to - Modified peak power constraints

“*Uniqueness Constraints: ensure that every operation Ou, is
scheduled to appropriate control steps within the range (S;, E;)
and represented as, L] 1, 1<1=0,

22 {1=8; ~(S+EHLi )} Yiv(Lig-D) — »
“*Precedence Constraints : guarantee that for an operation o, , all

its predecessors are scheduled in an earlier control step and its

successors are scheduled in an later control step; [ 1,5, o, belong
to Pred(o,),

Z:vzj{lzsi — E;} (H_Li,v_ 1 )Yi,v,l,(HLi,V—l)_zvz {I=S; — E:} lyj',v,l,(lJrLi’V-l)é -1

Dept. of CSE -UNWERSITY OF Saraju
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CPF® Minimization: ILP Formulation (MVMC)

o0

)

Resource Constraints : make sure that no control step contains
more than F, ; operations of type k operating at voltage v and
are enforced as,

z{lSFk V}Zl Yiv L (L 1) SMy,
Peak Power Constraints : introduced to ehm1\

non-linearity of the objective function and are en
all c, I<=1<=N,

Z ZTH:LI-':{"‘LL--—I] ¥ P[ﬂ-‘”ﬁ'ﬁﬂr.lrc'!ﬁ‘} = P]'}Erlk

Pie Fi:.,_- T

he fractional
as, for

Modified Peak Power Constraints : To eliminate the nons
linearity introduced due to the absolute function introduced as,

fOI' all C, <=1<= N, Ilr Z Z ZE&-,;-,L[HL.-_,,—H * P{Coii v, fean)

[} frF:r.._- 7

- z Zyi,tl:!,”+bglu—lh * P{':ri"rur':-?*':nfdk} = -'r;:r?rxk

iefFL ., v

Dept. of CSE -U’\““'rERSITY OF Saraju
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CPF" Minimization: Scheduling Algorithm

Step 1: Construct a look up table for (effective switching capacitance,
average switching activity) pairs.

Step 2: Calculate the switching activities awthe inputs of each node
through behavioral simulation of the DFh

Step 3: Find ASAP schedule for the UDFG.
Step 4: Find ALAP schedule for the UDFG.
Step 5: Determine the mobility graph of each node.
Step 6: Modify the mobility graph for MVMC. \

Step 7: Model the ILP formulations of the DFG for MVDFC or MVMC
scheme using AMPL. |

Step 8: Solve the ILP formulations using LP-Solve.
Step 9: Find the scheduled DFG.

Step 10: Determine the cycle frequencies, cycle frequency index and\base
frequency for MVDFC scheme.

Step 11: Estimate power and energy consumptions of the scheduled DFG.

Dept. of CSE -U"““'rERSITY OF Saraju
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CPF" Minimization: Experimental Results
(Benchmarks and Resource Constraints used)

1. Example circuit (EXP) (8 nodes, 3*,
2. FIR filter (11 nodes, 5*, 4+, 19 edges)
3.1IR filter (11 nodes, 5*, 4+, 19 edges)

4. HAL differential eqn. solver (13 nodes, 6%, 2+, 2-,'§
5. Auto-Regressive filter (ARF) (15 nodes, 5*, 8+, 19 ed

+, 9 edges)

Dept. of CSE

Multipliers ALUs Serial No
2.4V B 2.4V 6N
2 1 1 1 RC1
3 0 1 | RC2
2 0 0 2 RC3
1 1 0 1 RC4
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CPF" Minimization: Experimental Results ...

4

4

4

4

SOUTH FLORIDA

K| B | Bop | APy | Pus | Pup | AD Pe¢ | Pp | AP | Es | Ep | AE

ClmW | mW| % | mW | mW % mW | mW | % nd | nJ "
E| 1 [ 1728 | 456 | 7361 | 046 | 035 | 7497 | 887 | 242 | 7272 | 296 | 157 | 468
X |2 | 1728 | 45 | 7361 | 046 | 035 | 197 | 887 | 242 | 7272 | 296 | 157 | 468
P3| 1728 | 450 | /361 | 046 0y 824 | 887 | 261 [ 7057 [ 29 | 16 | 460
F |1 [ 1751 | 462 | 7362 | 023 | 012 | 7396 | 882 | 235 | 7336 | 49 | 26 | 4720
{22592 [ 684 | 361 | 025 [ 012 | 7584 | 882 | 236 | 7324 | 49 | 16 | 4/
R{ 3 [ 1751 | 467 | /333 | 023 | 045 | A58 | 882 | 25 [ 71o6 | 49 | 26 | 4622
H 1| 1751 | 462 | 7362 | 046 | 035 | 706 | 1325 | 355 | 7321 | 59 | 312 | 470
AL 22005 | 680 | 7300 | 040 | U3 | M50 | 1325 | 355 | /320 | 59 | 31l | 470
L3 [ 1774 478 | 7305 | 046 0o 1697 | 1325 373 | 7185 | 59 | 317 | 462
[ (12502 | 888 | 6574 | 023 | 012 650 | 1103 | 35 | 6836 | 49 | 305 | 377
[ (22592 | 684 | 7361 | 023 | 012 | 7384 | 1103 | 208 | 7208 | 49 | 26 | 4796
R{ 3 [ 1751 | 467 | /334 | 023 | 045 | A58 [ 882 | 257 | 7086 | 49 | 264 | 4620
A1 | 887 | 234 | 7362 | 023 | 012 141 45 1 122 | 720 | 50 | 264 | 472
R 2 880 | 234 | /362 ] 025 | 012 141 a5 | 121 Y0 264 | 42
F 3| 880 | 230 | 7305 | 025 | 045 116 45 14 | 689 | 0 [ 274 ] 453
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CPF" Minimization: Experimental Results ...
MVDFC Vs MVYMC % Reduction

Power MVDEFC MVMC
Peak Power 71.70 26.44
Peak Power 74.0 2073
Differential

Average Power 70.82 22.52
Energy 44.36 39.05

Energy Delay 17.31 17.99
Product




CPF" Minimization: Power Profile for RC2
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Figure 7.8. Power profile for benchmark for resource constraint RC2
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CPF’

Minimization: Power Profile for RC3

2
(1) EXP e (2) FIR
A i A v 3F
V151 v o 1 15} !
i, LY ia i
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Figure 7.9. Power profile for benchmark for resource constraint RC3
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Watermarking Chip Design

. Architecture and implementatig of spatial

invisible

isible
e (dual

. Architecture and implementation of spati

. Architecture for DCT invisible and visib
voltage and dual frequency operation)

NOTE: Detailed implementation of the DCT domain

watermarking chip is being carried out by Karthik, a
masters student, as a part of his thesis.

UNIVERSITY OF :
e SOUTH FLORIDA Sarau




Secure JPEG Encoder (Spatlal Vs DCT)

Input
Image

Input
Image

Encoder Model

Watermark
Insertion

Module

______________________________________

v

|

1

1

|

1

A ] !
Quantizer - I

rl DCT _::1 _._: >:
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|

Quantization
Table
___Encoder Model !
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1
Watermark |
J Insertion > Quantizer
Module ;
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1
I I R I
Watermark Quantization
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| Compresse
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Digital Still Camera

(Flash, SDRAM)

Input Image AD DSP
— m— m—
Sensors Converter Processor
L [ I
IMemory

|

Controller

and

Interface

T

Figure 9.2. Secure Dagital Still Camera : Schematic View

Dutput



Secure Digital Still Camera

(Flash, SDRAM)

Input | frage AD DSP
— m— m—
Sensors Converter Processor
L [ I
IMemory

Watermarking
Controller

:

Watermarking
Datapath

|

Controller

Interface

and

T

Figure 9.2. Secure Dagital Still Camera : Schematic View
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Spatial Invisible: Algorithm (Robust)

e R R e e e e |

. I

Input i . |

Image ! :
Watermark | B Watermarlk Ternary B Watermark :“-"aremlarked-_

Kev i Generation Watermark Embedding ! Image

Watermark | ;

1 Loy ]

| |

Power

Watermark insertion

Table 9.1. Notations used to Explain Spatial Domain Watermarking Algorithms

I : Original image (gray umage)

W : Watermark image (binary or ternary image)
(7,7) . A pixel location

Tw . Watermarked image

Ni = Ny - Image dimension

Nw = Ny Watermark dimension

E. FE,, E5 : Watermark embedding functions

D : Watermark detection function

i : Neighborhood radius

In : Neighborhood image (gray image)

K . Digital (watermark) key

(¥] . (¥ : Scaling constants (watermark strength)




Spaﬁﬁwisible: Algorithm (Robust) ...

The watermark 1is a ternary in@eh\at&g pixel values {0,1,2}.
Insertion: Alter the original image pixels as,
I(z,7) ifWi(i,5) =0
Iw(i,j) = ¢ Ey(I(i,5),In(i,5)) fW(i,5) =1

EE(I{ﬁﬁj]!IN{iﬁj}) lfW{ﬁ,j] =2

Encoding function:
EI{I*:IN} [1-ﬂ1}IN[£}j} +{11I(i$j

EE{L IN} = [1 o ﬂl}IN[i}j} o {sz(i,j
Neighborhood pixel gray value: Calculated as,
Ie+1g)+1(+15+1 .

o i+ a.?}'|'2{t'|' Jt1) 4 I(i'g.:" 1 1]

Dept. of CSE -UNIVERSITY OF
e US SOUTH FLORIDA




Spatial Invisible: Algorithm (Fragile)

—_——— e e e e e e e e = e e e e e = e e e e e e e e e e e = = = = = ——— =

; |
Input | !
*| Image !
Image ! - Hnas Image Lo
L | Watermark Bit—plane ) | Watermarked
. o e — Bit—plane [ -
_ | | Construction XOR _ | Image
Bit—plane | _| Watermark Merging !
Number i :
|

(a) Watermark Insertion

Watermark insertion 1s performed in the k-th image bit
plane using the following function.

Iw[0 =k —1](i,7) = I[0—= k1], )
Tw[K] (i, §) = I[k](4,7)XOR W (i, j)
Twlk+1—7(i,7) = Ik+1— 735




Spatial Invisible: Overall Datapath Architecture

WM_DATA SEL

WM_DATA IN
Address Shift
Decoder Register
8 48 18 |
K OE A A +
1t ' MUX |
Adder 1 = Adder 2 2x1
Image J ‘11 T &
[
8 { a
o * i " Watermark
Multiplier 1 Multiplier 2 e
4 T ﬁ ¢_/s_
Address MUX Adder / Subtractor [
Decoder ‘ 2x1 1%, S¢ l
< - MUX
IM_DATA_SEL XOR = - ST b
IM_DATA_IN
ROBUST/FRAGILE| MUX




Spatial Invisible: Overall Controller

START =0

Initial state
START =1

Read image and

: IM COMPLETED =0
read/create watermark -

IM COMPLETED =1

Perform watermarking

WM _COMPLETED =0

IM COMPLETED =1

Write watermarked pixels

WM COMPLETED =1

, _ IM COMPLETED =0
Display the watermarked mmage -




Datapath Layout

ible:

181

1 Invi

14

Spat




Spatial Invisible: Controller Layout




Spatial Invisible: Overall Chip

= =3 Pp— - — = - o o = e SR = o "
':Tv-n. Ve LT e I T L P o AT eI T B T T T

IMAGE RAM

| — g
’ ROUTING

WATERMARK RAM

JiccNTRLER DATAPATH




Spatial Invisible: Overall Chip ...

Table 9.4. Overall Chip Statistics

Area (with RAM)

15.012 x 14.225mm?

Number of gates (with RAM) 1188K
Number of gates (without RAM) 4820
Clock frequency (with RAM) 151 M H =z
Clock frequency (without RAM) 545M H =
Number of YO pins 25
Power (with RAM) 24mW
Power (without RAM) 2.0547mW
IM_DATA_IN —=
T SPATIAL DOMAIN =~ DATA OUT
WM_DATA_SELECT INVISIBLE

ROBUST/FRAGILE — =
START ——=
RESET ——=

CLOCK ——

WATERMARKING

ENCODER

BUSY

—= DATA READY




Spatial Invisible: Results

(a) Original Shuttle (b) Robust Watermarked (c) Fragile Watermarked

(a) Original Bird () Robust Watermarked (¢) Fragile Watermarked




Spatial Visible : Notations used in Algorithms

Table 9.5. List of Variables used in Algorithm Explanation
I : Original (or host) image (a grayscale image)
w : Watermark image (a grayscale image)
(m,n) : A pixel location
Iw : Watermarked 1mage
N1 x N; : Original image dimension
Nw = Nw : Watermark image dimension
" : The k" block of the original image T
Wi - The k' block of the watermark image W
W : The k' block of the watermarked image Ty
o - Scaling factor for k™ block (used for host image scaling)
B : Embedding factor for k" block (used for watermark image scaling)
by : Mean gray value of the original image J
HI : Mean gray value of the original image block i,
I : Variance of the original image block i
Xmaz : The maximum value of oy
Qnin : The minimum value of ay
Binax : The maximum value of 3
Benin : The minimum value of 3,
Lhite : Gray value corresponding to pure white pixel
Qr : A global scaling factor
Ch, 05,0, Cy : Linear regression co-efficients
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~ Spatial Visible : Algorithm 1

® The original algorithm prop\oseQby Braudaway, et. al.

2
Tw (m,n) { I(m,n) + W (m,n) (feste) (Fmm)%a;  for Fmm) > 0.008856
w(m,n) =

Tyhite

I(m,n) + W (m, n) (Hg%) ar for 2™ < 0,008856
o Assuming I ;.. = 256, simplified to: \

I _ I(m,n) + (ﬁ.gﬁ) W(m,n) (I(m, ”))% for I(m,n) > 2.2583
W(m:ﬂ] =

I(m,n) + (5645) W(m,n) I(m,n) for I(m,n) < 2.2583

o Fitting piecewise linear model and regression co-effic

' I{m,n) + (g55) W(m,n) I(m,n) for I{m,n) <2
10m,n) + () Wim,n) I(m,n)  for2 < I(m,n) < 64
Iy (m,n) =< I(m,n) + (gfg;i.ﬂﬁ: W(m,n) I(m,n) for64 < I(m,n) < 128
I(m,n) + (ﬁ%j W(m,n) I(m,n) for 128 < I(m,n) < 192
| I(myn) + (56 ) Wm,n) I(m,n)  for 192 < I(m,n) < 256
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~ Spatial Visible : Algorithm 2

o Watermark insertion is carried out block-by-block using:

IWr = Qrix + P w k=1,2..

© The scaling and embedding factors are found o

ap = =—exp(—(tirg — jir)?)

G = g (1 — exp (—(pirg — fir)*))

© Values are scaled to proper range :

Ok = Qpip T (ﬂmam - ﬂmiﬂ.) ﬁlk ELP (_(ﬁifk - ﬁ‘f)g)

ﬁk = ﬁmin + (ﬁmum - !Bmin) ﬁfk (1 — EIp (_(ﬁfk - ﬁI]E))
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Spatial Visible: Proposed Datapath Architecture
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Spatial Visible: Proposed Controller

Start=0
Start=1
. @ Start=1
Select=0 Select=1
Read Read BlockCompleted=0
Pixel Block
BlockCompleted=1 .
ImageCompleted=0 BlockCompleted=1
ImageCompleted=1 ImageCompleted=0
¥
Wnte
Pixel BlockCompleted=0
BlockCompleted=1
ImageCompleted=1 Display ImageCompleted=1

Image
ImageCompleted=(

(b) Controller for the Merged Datapath
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Spatial Visible: Overall Chip

—_—

ImageDataln {—-'

—_——

——®= DataOnt
WatermarkDataln ——= . .
Spatial Domain

Second / Fust ———
e T — Visible
may —————- —— Busy

o
B omin ———= Watermarking
B?‘i“i'{n'

D:I—F Chip
Start ——= —= DataReady
Reset ——
Clock

Figure 9.21. Pin Diagram for the Proposed Watermarking Chip

Table 9.7. Overall Statistics of the Watermarking Chip

Area 3.34 x 2.89mm”*
Number of gates 28469

Clock frequency 292.27TMH z
Number of VO pins 72

Power 6.9286mW




Spatial Visible: Results

°0

(a) Lena (b) Bird (c) Nuts and Bolts

Original Images and Watermark

(d) Watermark

(a) Lena (b) Bird {c) Nuts and Bolts

Watermarked Images using Algorithm 1

NOTE: Similar
watermarked
1mages are
obtained  using
algorithm2. The
difference lies in
the SNR.




"~ DCT Domain : Algorithms

The invisible watermark insertion involves addition of random numbers to
relatively perceptual significant co-efficients ef the host image.

tryplmon) = erg(myn) + arg(m,n)

The visible watermark is inserted in the host images -block and
watermarked 1image block 1s obtained.

Chwr = O Crp + By cwi
Current scaling and embedding factors are obtained as,

“ . P
ﬂi = qACy, EIP'[—[F peyp, —H# ey }

B = mer (L=ea (=W per, = per)?))

The current values are then linearly scaled to user defined ranges.
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DCT Domain: Proposed Architecture
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DCT Domain: Dual Voltage and Freq.

Lowar Voltaze Normal Voltage
! Edze Detaction Module
DCT X Parceptual Analyzer Moduls

Sealmg and Embeddmg Factor Module

DCT X Vistble Watermark Insertion

* Inviztble Watermark Insertion
Slower Clock

Noraml| Clock

Figure 9.28. Dual Voltage and Dual Frequency Operation of the Datapath




DCT Domain: Overall Chip Layout
(borrowed from masters thesis of Karthik)
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Conclusions

L The reduction of peak power, peak power differential, average power and energy are
equally important.

¢ constrained energy minimization
yusumption  significantly with
jzation is an alternative to

L The polynomial time-complexity resource and ti
scheduling algorithms could reduce energy
reasonable or no time penalty. ILP-based EDP mi
achieve same thing.

JThe function CPF could capture all the different fo
minimization using heuristic or ILP could yield significant
different forms of power.

power and its
ns in all the

UThe MPG function used as an alterative results comparable re
energy reduction.

(The comparison of peak and average power minimization and only
minimization shows that there i1s 5% increase in peak power reduction.

U The MVDEFC approach foundout to be better alternative. For the circui
almost equal number of addition and multiplier operations in the critical
savings are maximum with no time penalty for MVDEFC case.

The scheduling schemes are useful for data intensive applications.

LIt is observed that the results of hardware based watermarking scheme
comparable to that of software.
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Impact of this Dissertation

None of the datapath scheduling algorithms available in current
literature minimize transient power.. There are few works
available that handle peak power mininigation. There are no
research works handling both voltage and fre§mency parameters.
Thus, we conclude any of the low power data cheduling
algorithms proposed in this dissertation can create impact
low power behavioral synthesis research.

All the watermarking chip designed are the first impleme\ tations

in the respective category. At this digital age, when the copyright
and piracy are threat to industrial growths, the secure digital
devices integrated with watermarking chips can produce
copyrighted multimedia data in real-time.
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Future Works

The applicability of the scheduling schemes for pipelining 1s to
be investigated. |

The effect of switching activity is to be takSginto account.
The detail design of controller is to be done.

techniques can be investigated to minimize CPF / MPG

Similarly, the design works can be extended to g velop
pipelined and / or SIMD based designs.

Implementation of video and audio watermarking algorithms
can also be considered.
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